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PETITION FOR RECONSIDERATION OF THE FINAL RULE ON CIVIL PENALTIES,

The Institute for Policy Integrity (“Policy Integrity”) at New York University School of Law¹ is a non-partisan think tank dedicated to improving the quality of government decisionmaking through advocacy and scholarship in the fields of administrative law, economics, and public policy.


Brief Statement of the Complaint

Under the standards for reconsideration set by 49 C.F.R. § 553.35, the Final Rule is “unreasonable” and is “not in the public interest” for the following reasons:

- The Final Rule is unreasonable and not in the public interest because it ignores significant forgone benefits without a reasoned explanation, depriving the public of those forgone financial and environmental benefits. Furthermore, the Final Rule unreasonably defines the “negative economic impact” of regulatory penalties without due consideration of the relative significance—or insignificance—of the potential costs as compared to the considerable benefits.

¹ This document does not purport to present New York University School of Law’s views, if any.
The Final Rule is unreasonable and not in the public interest because it relies on an opinion letter from the Office of Management and Budget (OMB) that raises novel arguments not previously presented for public comment and that contains factual misstatements. The Final Rule is also unreasonable and not in the public interest because it relies on a concurrence letter from OMB on the matter of economic impacts that, in fact, contradicts NHTSA’s central justifications for the Final Rule.

The Final Rule is unreasonable and not in the public interest because it relies on illogical interpretations both of clear statutory language and of the nature of penalties for violation of the fuel economy standards. These misunderstandings—besides depriving the public of substantial net benefits by serving as NHTSA’s justification for the Final Rule—could create confusion about the nature of other market-based regulatory programs. As a result, the Final Rule may cast doubt on the legality and public acceptance of other efficient and net-beneficial market-based regulatory programs, which is not in the public interest.

Many of these arguments were presented to NHTSA in Policy Integrity’s public comments on the proposed rule, which are attached to this petition as Exhibit A. The Final Rule fails to adequately respond to those public comments. To the extent that the arguments in this petition rely on new information, NHTSA should consider that new information because it was impossible to present it during the comment period on the proposed rule, as explained further below. The arguments for reconsideration are further explained below.

**Analysis Explaining Why the Final Rule Is Unreasonable and Not in the Public Interest**

**I. Reconsideration Is in the Public Interest Because the Final Rule Forgoes Significant Benefits without a Reasoned Explanation**

In the Final Rule, NHTSA has reversed course on the 2016 Civil Penalties Rule and reduced the civil penalties that apply to violations of the CAFE standards from $14 per tenth of a mile-per-gallon to $5.50 per tenth of a mile-per-gallon. That decision forgoes important fuel savings and emissions benefits. The Final Rule is unreasonable, and so should be reconsidered, because NHTSA has not provided a reasoned explanation for forgoing those benefits. In addition, the Final Rule is also not in the public interest, and so should be reconsidered, because it will deprive the public of significant net financial and environmental benefits.

It is well-settled that ignoring the benefits of a regulatory action while relying only on the costs is arbitrary and capricious.\(^2\) Under the arbitrary and capricious standard, an agency must

---

\(^2\) Competitive Enter. Inst. v. Nat’l Highway Traffic Safety Admin., 956 F.2d 321, 326-27 (D.C. Cir. 1992) (holding that agency was required to explain whether safety concerns outweighed benefits of energy savings in new fuel economy standards); New York v. Reilly, 969 F.2d 1147, 1153 (D.C. Cir. 1992) (remanding rule where agency failed to explain how economic benefits would justify forgoing promised air benefits); Sierra Club v. Sigler, 695 F.2d 957, 979 (5th Cir. 1983) (holding, with respect to an environmental impact statement, that when an agency “trumpet[s]” the economic benefits of a project, it must also disclose costs, and that “logic, fairness, and the premises of cost-benefit analysis, let alone NEPA, demand that a cost-benefit analysis be carried out objectively”); Johnston v. Davis, 698 F.2d 1088, 1094-95 (10th Cir. 1983) (remanding an environmental study because it made “no mention” of a crucial factor that would make the action net costly).
“examine the relevant data” and “articulate a satisfactory explanation for its action including a rational connection between the facts found and the choice made.” Courts will reverse where an examination of the agency’s explanation makes clear that the agency failed to consider “an important aspect of the problem.” One important factor that NHTSA is required to address is the cost of the Final Rule, in the form of forgone benefits of rolling back the $14 penalty per tenth of a mile-per-gallon.

Because the 2016 Civil Penalties Rule adjusted the penalty for non-compliance with fuel economy standards from $5.50 per tenth of a mile-per-gallon to $14 per tenth of a mile-per-gallon, manufacturers that faced marginal compliance costs of more than $5.50 per tenth of a mile-per-gallon and less than $14 per tenth of a mile-per-gallon would have been expected to increase their fuel efficiency in reaction to the 2016 Civil Penalties Rule. In contrast, reducing the $14 penalty to $5.50 removes the incentive that the 2016 Civil Penalties Rule provided for increasing fuel efficiency in this way.

NHTSA’s own publicly available model, known as the Volpe model, shows that there are forgone benefits from reducing the penalty from $14 per tenth of a mile-per-gallon to $5.50 per tenth of a mile-per-gallon. In May 2018 comments on the proposal to reduce the penalty, Policy Integrity used the Volpe model to calculate the forgone benefits from reducing the $14 per tenth of a mile-per-gallon penalty to $5.50. In those comments, Policy Integrity explained that the proposal would forgo important benefits as fuel use would increase significantly and fuel economy would decrease significantly with the proposed reduced penalty. Policy Integrity explained that NHTSA was required to provide a reasoned explanation for the decision to reduce the penalties and forgo those benefits.

In the Final Rule, rather than explaining the decision to forgo those benefits, NHTSA has instead focused solely on the amount of penalties that manufacturers will face without the penalty reduction. In doing so, NHTSA has used a new version of the Volpe model to calculate the penalties that manufacturers would face without the reduction both under the augural fuel economy standards and under a pending proposal, known as the SAFE rule, which would flatline fuel economy standards.

Policy Integrity did not have an opportunity to address forgone benefits under the new version of the Volpe model, because it was not publicly available at the time comments were due on the proposed civil penalty reduction. Nor did Policy Integrity have an opportunity to calculate the

---

4 *Id.*
5 *Air Alliance Houston v. EPA*, 906 F.3d 1049, 1067 (D.C. Cir. 2018) holding that suspension was arbitrary for failing to adequately address the rule’s forgone benefits); *California v. U.S. Bureau of Land Mgmt.*, 277 F. Supp. 3d 1106, 1122 (N.D. Cal. 2017) (holding that agency’s failure to consider forgone benefits was arbitrary).
7 *See Policy Integrity Comments on the Notice of Proposed Rulemaking on Civil Penalties, Docket ID No. NHTSA–2018–0017, RIN 2127–AL94 (May 2. 2018), available at: https://policyintegrity.org/documents/05.02.18_CAFE_penalties_reconsideration_IPI.pdf [attached as Exhibit A].
8 *Id.*
forgone benefits of the Final Rule under the proposed SAFE standards, as the SAFE rule had not been proposed at the time comments were due on the proposed civil penalty reduction.

The new version of the Volpe model is fundamentally flawed for multiple reasons, and NHTSA should not have relied on it to finalize the Final Rule. The flaws in the new version of the Volpe model are addressed at length in Policy Integrity’s comments on the proposed SAFE Rule and are incorporated by reference here.\(^\text{10}\) Because of those flaws, reliance on that model to finalize this rule was unreasonable and was not in the public interest.

Moreover, even under that new version of the model, and even under a scenario where the SAFE rule is finalized, the Final Rule will forgo important and valuable benefits. NHTSA’s failure to address those forgone benefits is arbitrary and capricious and demonstrates that the Final Rule is unreasonable and not in the public interest. NHTSA should consider these additional facts regarding the forgone benefits of the Final Rule now on this petition for reconsideration, as it was impossible to present them at the time that this rule was proposed.\(^\text{11}\)

Below, we include figures of forgone benefits based on the new version of the Volpe model. We made the reasonable assumption that all manufacturers would be willing to pay penalties if they were less costly than compliance. Using instead the model’s default (and unreasonable)\(^\text{12}\) assumptions about manufacturers’ willingness to pay penalties, the difference in forgone benefits between the two penalty rates is decreased, but the scenarios run at the $14 per 0.1 MPG penalty rate still provide greater financial and environmental benefits than the scenarios run at the reduced penalty rate set by the Final Rule.

We also limited our analysis to gasoline, while including all regulatory classes of vehicles (i.e., passenger cars and light trucks) and all manufacturers. For any calculations based on calendar year, we included all vehicle model-years but limited the scope to calendar years 2020 to 2030.

A. The Final Rule Ignores Forgone Benefits from Fuel Economy

As Figure 1 shows, using the new version of the Volpe model and under the augural standards, reducing the penalty from $14 per tenth of a mile-per-gallon to $5.50 per tenth of a mile-per-
gallon forgoes more than two miles-per-gallon in average fuel economy for model year 2032 vehicles.

Figure 2 shows that, with the proposed SAFE rule in place, reducing the penalty to $5.50 per tenth of a mile-per-gallon reduces average fuel economy by approximately two miles-per-gallon for model year 2032 vehicles.

B. The Final Rule Ignores Forgone Benefits from Fuel Use and Retail Fuel Cost

Lower, or worse, fuel economy means that people need to use additional fuel to drive the same number of miles. Because the Final Rule reduces average fuel economy across the fleet, the Final Rule increases overall fuel use. Accordingly, the Final Rule causes forgone fuel use savings, which leads to forgone fuel cost savings for consumers.

Figures 3 and 4 show cumulative additional fuel use over the period 2020-2030 caused by the penalty reduction set by the Final Rule.
Under the augural standards, reducing the $14 per tenth of a mile-per-gallon penalty to $5.50 forgoes almost 17 billion gallons of fuel savings for the period 2020-2030. Under the proposed SAFE standards, the reduced penalty forgoes over 10 billion gallons of fuel savings, during the same period.

Because consumers are using more fuel, they would also face higher total retail fuel costs\(^{13}\) with the $5.50 per tenth of a mile-per-gallon penalty in place rather than the $14 per tenth of a mile-per-gallon penalty. Consumers will lose cumulative savings of over $38 billion in retail fuel costs with the penalty reduction under the augural standards for the period between 2020 and 2030, assuming a 3% discount rate. With the SAFE rule in place, consumers would lose savings of over $22 billion due to the Final Rule’s penalty reduction, assuming a 3% discount rate. This can be seen in Figures 5 and 6, below.

---

\(^{13}\) This analysis does not consider any additional price effects that may result from the increased demand for fuel. Namely, the Final Rule will cause consumers to demand 10-17 billion additional gallons of fuel over the years 2020-2030, and that increased total demand could—following basic economic principles of supply-and-demand—increase the market price for fuel. Such effects are not calculated here, but they could further increase the forgone financial benefits at stake.
C. The Final Rule Ignores Forgone Emissions Benefits

Because the Final Rule increases total fuel use, it also increases emissions from the production and combustion of fuel. Using the new version of the Volpe model and assuming the augural fuel economy standards are in place, the Final Rule’s penalty reduction will also cause 189 million additional metric tons of carbon dioxide to be emitted between 2020 and 2030.

The social cost of greenhouse gases is a metric designed to monetize climate damages, representing the net economic cost of each additional ton of greenhouse gases released into the air. The estimates developed in 2016 by the federal government’s Interagency Working Group on the Social Cost of Greenhouse Gases (IWG) remain the best available estimates for climate damages.\(^{14}\) Using the IWG’s central estimate for the social cost of carbon to monetize the climate damages from 189 million metric tons of carbon dioxide shows that, compared to setting the penalty at $14 per tenth of a mile-per-gallon, a $5.50 per tenth of a mile-per-gallon penalty

---

\(^{14}\) Richard L. Revesz et al., *Best Cost Estimate of Greenhouse Gases*, 357 Science 655 (2017); see also Policy Integrity Comments on the Notice of Proposed Rulemaking on Civil Penalties, *supra*, at n.60 & accompanying text (discussing the requirement for NHTSA to use the social cost of greenhouse gases to assess changes to the civil penalties, and attaching comments on the social cost of greenhouse gases submitted on the proposed SAFE standards).
forgoes over $10 billion in damages between 2020 and 2030 from carbon dioxide emissions (calculated at a 3% discount rate).

If the Environmental Protection Agency (EPA) and NHTSA finalize the SAFE standards, the reduced penalty forgos 111 million metric tons of carbon dioxide emission reductions between 2020 and 2030. Under that scenario, monetizing the climate damages from the additional carbon dioxide demonstrates that, compared with setting the penalty at $14 per tenth of a mile-per-gallon, a penalty set at $5.50 per tenth of a mile-per-gallon forgos over $6 billion in avoided climate damages from the period between 2020 and 2030.

Figures 7 and 8 show the cumulative additional damages from carbon dioxide emissions that accompany the penalty reduction for the period 2020-2030. Under the augural standards, reducing the penalty forgos over $10 billion; under the proposed SAFE rule, reducing the penalty forgos over $6 billion in avoided climate damages from carbon dioxide emissions.

The Volpe model reference input files use the so-called “interim” social cost of carbon to calculate the monetized forgone benefits. The “interim” estimates were produced in an attempt to exclude consideration of any climate effect that is not purely “domestic” and to excessively discount climate effects to future generations. The interim numbers are not reliable and are arbitrary on several grounds. For example, as the IWG has explained, “good methodologies for
estimating domestic damages do not currently exist.” Moreover, the interim approach ignores how international climate spillovers, reciprocal foreign actions, and extraterritorial interests will significantly affect domestic interests. In short, using this untested “interim” social cost of greenhouse gases would make the Final Rule’s forgone climate benefits appear deceptively small. As explained in an attachment to Policy Integrity’s May 2, 2018 comments submitted to the agency on the proposal to reduce the civil penalties, NHTSA should use the IWG’s values for social costs of greenhouse gases, which remain the best available estimates.

Additionally, NHTSA failed to consider the forgone benefits from methane and nitrous oxide emissions, despite there being readily-available, peer-reviewed estimates from the IWG for both the social cost of methane and the social cost of nitrous oxide. Instead, NHTSA ignores those forgone benefits too. Under the augural standards, for climate damages from total (upstream and tailpipe) methane emissions alone, reducing the penalty causes emissions damages of over $523 million between 2016 and 2030. If EPA and NHTSA finalize the SAFE rule, reducing the penalty causes $306 million more in climate damages from methane emitted between 2020 and 2030. In addition, reducing the penalty causes over $62 million in additional damages over the same time period attributable to total (upstream and tailpipe) nitrous oxide under the augural standards. If EPA and NHTSA finalize the SAFE rule, reducing the penalty will cause over $35 million in climate damages from nitrous oxide emissions.

Additional damages from other pollutants will also accumulate with the penalty reduction. Based on the particulate matter (PM) damages output values from the Volpe model, by 2030, the Final Rule will forgo almost $750 million dollars in avoided damages from PM with the augural standards in place. In 2030, if NHTSA and EPA finalize the SAFE rule, the Final Rule will forgo over $400 million in avoided damages from particulate matter. These calculations are shown in Figures 9 and 10.

---

17 See Policy Integrity Comments, supra note 7, at n.60 & accompanying text (attaching and incorporating comments on the social cost of greenhouse gases).
19 See annual_societal_costs_report.
D. The Final Rule Fails to Weigh the Alleged “Negative Economic Impact” Against the Substantial Forgone Benefits

Based on the calculations in the sections above, the Final Rule could cause the public to lose over $49 billion in forgone financial and environmental benefits in just a ten-year period (with the augural standards in place). Meanwhile, NHTSA calculates that adjusting the penalties to $14, as the 2015 Act requires, would result in a total increase in penalties of just over $7 billion over an eight-year period (with the augural standards in place).\(^\text{20}\) NHTSA concludes that such an increase represents a “negative economic impact.”\(^\text{21}\) Policy Integrity’s comments on the proposed rule explained why NHTSA’s cost estimates are likely flawed because, for example, of unreasonable assumptions from the Volpe model about credit use and compliance choices.\(^\text{22}\) But even assuming NHTSA’s calculations were accurate, such increased costs would be greatly outweighed by the $49 billion in forgone public benefits.\(^\text{23}\) As Policy Integrity’s comments previously explained, “negative economic impact” cannot be read to include every negative

\(^{20}\) 84 Fed. Reg. at 36,033.

\(^{21}\) 84 Fed. Reg. at 36,028; see also OMB, Negative Economic Impact Letter, NHTSA-2018-0017-0019, at 4 (relying on this estimate to assess the economic impact).

\(^{22}\) Policy Integrity Comments, supra, at 13-15.

\(^{23}\) Even adjusting for the different time periods in these calculations (10 years of benefits versus 8 years of costs), the benefits will vastly outweigh the costs.
effect, since every penalty adjustment would cause some negative effect on some regulated entities; instead, Congress clearly intended penalties to be adjusted for inflation barring some rare exceptions.\(^{24}\) In analyzing whether those rare circumstances are present, NHTSA must look at the costs in comparison to the benefits of the changed penalty. Yet NHTSA has failed to consider forgone benefits at all in its determination of “negative economic impact,” and so has unreasonably applied statutory factors and consequently has unreasonably deprived the public of over $42 billion in net benefits. Therefore, NHTSA must reconsider and rescind the Final Rule.

II. Reconsideration Is in the Public Interest Because OMB’s Letters Were Not Subject to Public Comment and Contain Both Factual Misstatements and Inconsistent Conclusions

The Final Rule repeatedly relies on the so-called Non-Applicability Letter issued by the Office of Management and Budget (OMB) on July 12, 2019,\(^ {25}\) but that letter was never made available for public comment.

Though the 2015 Act contemplates that OMB will review agencies’ economic findings to assess whether a requested exception is appropriate,\(^ {26}\) OMB’s Non-Applicability Letter is not that. Rather the Non-Applicability Letter contains OMB’s legal opinions, including novel (and mistaken) arguments that NHTSA incorporates into the Final Rule.\(^ {27}\) Rather than provide those opinions to the public for comment, the Non-Applicability Letter was published for the first time in the regulatory docket along with the Final Rule.

Nor does it appear that the Non-Applicability Letter was informed by the public comments submitted to NHTSA on the proposed rule, as evident by factual misstatements made in the letter. For example, the letter based its conclusion of non-applicability in part of “the unique features of the CAFE penalty.”\(^ {28}\) In fact, the only feature the Non-Applicability Letter describes as “unique” is that, by statute, the Department of Transportation must “regularly increase the fuel efficiency standards based on, among other things, developing technology.”\(^ {29}\) However, that statutory feature is in no way “unique,” let alone “strange,”\(^ {30}\) as OMB would have known had its letter been informed by public comments. In comments on NHTSA’s proposed rule, Policy Integrity pointed out a very obvious analogy: the same statute (the Energy Policy Conservation

\(^ {24}\) Policy Integrity Comments, *supra*, at 11-12; *see also* OMB, Negative Economic Impact Letter, NHTSA-2018-0017-0019, at 3 (agreeing that only “significant” economic impacts count).

\(^ {25}\) *E.g.*, 84 Fed. Reg. at 36,012 n.38 and accompanying text (relying on OMB’s statutory interpretations); *id.* at 36,013 n.47 (relying on OMB’s letter to counter claims about whether NHTSA has adequately explained its change in position); *id.* at 36,015 n.66 and accompanying text (same); *id.* at 36,016; *id.* at 36,017 (attributing to OMB the claim that CAFE penalties are “unique” because the rate is an input into a market-based penalty and not the final penalty amount, despite the fact that the OMB letter never defines such a feature as “unique” but instead only claims—incorrectly—that CAFE’s technology-driven stringency updates make it “unique”).

\(^ {26}\) Federal Civil Penalties Inflation Adjustment Act § 4(c).


\(^ {29}\) *Id.* at 6.

\(^ {30}\) *Id.*
Act) that created the CAFE program also requires the Department of Energy to regularly update its efficiency standards for appliances, and the Department of Energy has adjusted its civil penalties for these standards by applying the 2015 Act. With the benefit of public comments, OMB would have known that the CAFE regulatory program is, in fact, not unique in this respect; once informed of such analogous examples, OMB might have changed its opinion. As it is, OMB did not even explain that it considered this position or provide a reason for rejecting it. Because the Final Rule relies on an opinion from OMB that was not made available to the public for comment prior to finalizing the rule and that itself is based on factual misstatements, it is in the public interest for NHTSA to reconsider its Final Rule.

The Final Rule also repeatedly relies on the so-called Negative Economic Impact Letter issued by OMB on July 12, 2019. That letter was also never made available for public comment, as it was published for the first time in the regulatory docket along with the Final Rule. Even if it might be appropriate not to provide an opportunity for direct public comment on a letter from OMB that simply concurred with NHTSA’s economic determinations, OMB’s letter is more than a mere letter of concurrence: it offers legal interpretations of “negative economic impact” and makes new factual conclusions that NHTSA then incorporates directly into the Final Rule. For example, OMB’s letter made clear that “negative economic impact” could not be read literally to apply to every adjustment that results in some financial costs, but rather only applied to certain impacts of sufficient “magnitude.” In that letter, OMB for the first time “provide[s] benchmarks for magnitude.” Yet these benchmarks—crucial to both OMB’s and NHTSA’s statutory interpretation—were never presented to the public for comment.

OMB’s letter also contains statements that directly undercut NHTSA’s other conclusions. For example, OMB argues that the supposed negative economic impacts of adjusting the penalty for inflation cannot be offset by the use of credits, because, by using credits, manufacturers forgo their resale value and so still incur an economic cost. OMB then concludes that “it is not clear that application of credits would mitigate the overall economic cost created by the increase in

31 Policy Integrity Comments, supra note 7, at 4-5. The Final Rule mentions this example, but does so out of context and continues to assert with no basis or explanation that this example is somehow “distinct.” 84 Fed. Reg. at 36,018 n.100.
32 E.g. 84 Fed. Reg. at 36,020 n.119; id. at 36,021; id. at 36,022 (relying on OMB’s concurrence as “carr[ying] considerable weight”); id. at 36,023.
33 This petition does not necessarily concede that, under Section 4(c) of the Federal Civil Penalties Inflation Adjustment Act, OMB’s concurrences of an agency’s determinations could not or should not also be submitted to the public with “an opportunity for comment.” Notably, OMB’s 2016 guidance first discusses the need to “consult with OMB before proposing a reduced [penalty],” then discusses that “the agency must have OMB concurrence before adjusting penalties,” and then subsequently reminds agencies to “use the standard rulemaking process, which includes . . . a notice of proposed rulemaking.” OMB, M-16-06, Memorandum for the Heads of Executive Departments and Agencies on Implementation of the Federal Civil Penalties Inflation Adjustment Act Improvements Act of 2015, at 3 (2016). The sequencing of these instructions implies that OMB concurrences could or even should precede notices of proposed rulemakings. Regardless, it is certainly “in the public interest,” under NHTSA’s standard for a petition for reconsideration, 49 C.F.R. § 553.35(a), to provide proposed statutory interpretations to the public for comment prior to finalizing a rule. Because OMB’s letter of concurrence makes novel arguments that NHTSA relies on to justify the Final Rule, it is in the public interest to allow public comment on OMB’s letter before finalizing any regulations, and so the Final Rule should be reconsidered.
35 Id.
penalty level.” In other words, OMB concludes that a penalty adjustment increases the penalty level and results in a calculable economic cost *regardless of whether manufacturers use credits.* That conclusion directly undercuts NHTSA’s insistence in the Final Rule that CAFE penalties are the unknowable product of a complex formula that hinges entirely on manufacturers’ decisions whether to use credits. Had OMB’s letter been available for comment, Policy Integrity would have had the opportunity to flag this inconsistency. Because the Final Rule relies on legal opinions and factual conclusions from OMB that were not made available for public comment, because OMB’s letter seemingly ignores the public comments submitted in response to the proposed rule, and because OMB’s letter contains conclusions inconsistent with the Final Rule’s justification, it is in the public interest for NHTSA to reconsider its Final Rule.

III. The Final Rule Is Not in the Public Interest Because NHTSA Misinterprets Clear Statutory Language and Creates Confusion about the Nature of Market-Based Regulatory Programs

Despite public comments submitted on the proposed rule, the Final Rule continues to misinterpret both clear statutory language and the fundamental nature of market-based regulatory programs. These misunderstandings not only result in a Final Rule that—as this petition points out—creates substantial forgone benefits and thus is not in the public interest, but also could casts doubt on other market-based regulatory programs. Because market-based regulatory approaches are often highly efficient ways to achieve regulatory goals while maximizing net social welfare, creating unnecessary confusion about the nature of those other market-based programs is also not in the public interest.

The Final Rule insists that the CAFE penalty rate is not a specific monetary amount for a civil penalty, but rather is part of a “complex formula” used to calculate a variable penalty. In particular, NHTSA insists that the ultimate penalty assessed against non-compliant manufacturers is not within the agency’s control, but rather depends on the manufacturer’s own decisions about whether to purchase or transfer credits, as well as on other manufacturers’ decisions about whether to sell credits, such that the penalty is not a specific amount but rather a “function of market forces.”

This justification for the Final Rule attempts to complicate a process for assigning penalties to violations that is really straightforward and standard. Many, if not all, civil monetary penalties assessed by agencies depend, on some level, on the regulated entity’s decisions about whether or not, and how, to comply. The CAFE standard’s systems for credit trading and transfers are simply market-based tools for compliance that create flexibility while capping total compliance costs. Manufacturers’ decisions about whether to purchase and use credits are no different than

---

36 Id. at 4.
37 84 Fed. Reg. at 36,008.
38 84 Fed. Reg. at 36,008.
39 Id.
40 E.g. 74 Fed. Reg. 14,196, 14206 (Mar. 30, 2009) (“Under Part 536, credit holders . . . will have credit accounts with NHTSA, and will be able to hold credits, apply them to compliance with CAFE standards, transfer them to another ‘compliance category’ for application to compliance there, or trade them.”); id. at 14,218 (“In the event that a manufacturer does not comply with a CAFE standard, even after the consideration of credits, EPCA provides for
any other decision about whether and how to comply with a regulatory standard. For example, in a generic regulatory program with a penalty rate of $X per violation, every incidence of violation depends on the choices of the regulated entities about whether or not to violate the rule, such that the total penalty assessed depends on the choices of the regulated entities; yet while the number of incidences of violation are within the control of the regulated entities, the penalty rate per violation is fixed. The civil monetary penalties for CAFE work exactly the same way. Credit trading and transfers allow a manufacturer to reduce its incidence of non-compliance, but the penalty per incidence of non-compliance remains fixed and specific: either $14 under the 2016 Civil Penalties Rule or $5.50 under the Final Rule (before inflation) for each tenth of a mile-per-gallon shortfall. No amount of credit trading changes the fact that, for each tenth of a mile-per-gallon shortfall, NHTSA must ultimately and specifically assess either $14 under the 2016 Civil Penalties Rule or $5.50 under the Final Rule (before inflation).

NHTSA’s insistence that credits are not a flexible compliance tool that changes the incidence of non-compliance, but rather are a means by which manufacturers can influence and avoid penalties, could have unpredictable consequences both for the status of credit-trading markets under the CAFE program and for the many other regulatory programs that rely on market-based flexible compliance options. For example, lingering uncertainty about the legal status of water quality trading programs has made regulated entities reluctant to participate.41 The legality and public acceptance of market-based regulatory programs may depend in part on the fact that market-based programs are a means of creating compliance flexibility and are not a means of assessing or avoiding monetary penalties. Miscasting a market-based regulatory program not as a flexible tool for achieving regulatory goals, but instead as a way to assess fees, could create certain legal complications for some other market-based regulatory programs, in light of limits on individual agencies’ legal authorities to set fees.42 As a leading agency in the use of market-based flexible compliance options,43 NHTSA’s statements—or misstatements—about the relationship between credit trading, compliance, and penalties can create confusion about the nature of other market-based regulatory programs. As such, the legal misinterpretations on which the Final Rule is based are not in the public interest. Nor, for the reasons given above, are NHTSA’s misinterpretations of plain statutory language and the nature of market-based programs at all reasonable. Consequently, the Final Rule must be reconsidered.

---

42 See generally id.  
43 See 82 Fed. Reg. 56,181, 56,182-84 (in its Request for Information on adding market-based flexibilities to one of its regulatory programs, the Department of Energy uses the CAFE program of averaging and trading as its leading example).
Conclusion

For the foregoing reasons, NHTSA should reconsider and rescind the Final Rule.

Respectfully,

Sylwia Bialek, Ph.D.
Bethany Davis Noll
Iliana Paul
Jason Schwartz

Institute for Policy Integrity
139 MacDougal Street, Wilf Hall, 3rd Floor
New York, NY 10012
Exhibit A
May 2, 2018

Subject: Comments on the notice of proposed rulemaking,
          Docket ID No. NHTSA–2018–0017, RIN 2127–AL94

The Institute for Policy Integrity (“Policy Integrity”) at New York University School of Law\(^1\) respectfully submits the following comments to the National Highway Traffic Safety Administration (NHTSA), regarding the proposal to “retain the current civil penalty rate” of $5.50 per tenth of a mile per gallon for automobile manufacturers that do not meet applicable fuel economy standards. 83 Fed. Reg. 13,904 (“proposed rule”).

Policy Integrity is a non-partisan think tank dedicated to improving the quality of government decisionmaking through advocacy and scholarship in the fields of administrative law, economics, and public policy. We write to make the following comments:

- NHTSA’s proposed interpretation of the term “civil monetary penalty” is not consistent with the Inflation Adjustment Act of 2015.
- NHTSA should explain why it is justified in reducing the penalty from $14 to $5.50.
- NHTSA should consider the potential benefits when considering whether the civil penalties will have a “negative economic impact.”
- The proposed rule is a significant rulemaking subject to Executive Order 12,866.

I. NHTSA unreasonably misinterprets the clear statutory language of “civil monetary penalty”

NHTSA proposes that the bipartisan Inflation Adjustment Act of 2015 (2015 Act) should not apply to CAFE civil penalties because “the CAFE civil penalty rate is not a ‘civil monetary penalty,’ as defined by the 2015 Act.”\(^2\) In particular, NHTSA argues that CAFE civil penalties are neither a “specific monetary amount” nor a “maximum amount,” but “[r]ather . . . are part of a complicated market-based enforcement mechanism.”\(^3\) This argument contorts the plain, clear statutory language, ignores the agency’s longstanding interpretation of that language, and fundamentally misunderstands the relationship between a market-based compliance option like credit trading and penalties to punish non-compliance.

---

\(^1\) This document does not purport to present New York University School of Law’s views, if any.
\(^2\) 83 Fed. Reg. at 13,904.
\(^3\) Id. at 13,905; see also id. at 13,909.
A. $5.50 per 0.1mpg is a “specific” civil monetary penalty for non-compliance; Credit trading is a tool for coming into compliance, and does not result in variable penalties

NHTSA wrongly asserts that the agency’s “previous Federal Register notices on its inflation adjustments under the 2015 Act did not consider whether the CAFE civil penalty rate fit the definition of a ‘civil monetary penalty’ subject to adjustment under the 2015 Act.” In its July 5, 2016 interim final rule (“2016 Civil Penalties Rule”), NHTSA classified CAFE penalties as one of the “civil penalties for violations of statutes and regulations that NHTSA administers.” In the December 28, 2016 final rule, NHTSA elaborated that the then-existing rate was specifically “$5.50 per tenth-of-a-mile-per-gallon,” and explained that manufacturers that do not either install sufficient fuel economy-improving technologies, or else take advantage of market-based compliance flexibilities like credit trading and transfers, are “liable for civil penalties.” In fact, the relevant definition of “civil monetary penalty” dates back to the 1990 Inflation Adjustment Act. That definition covers “any penalty, fine or other sanction” that (1) either “is for a specific monetary amount” or “has a maximum amount,” and (2) is “assessed or enforced” both “by an agency” and “pursuant to an administrative proceeding or a civil action.”

In short, CAFE penalties are for a specific amount assessed by NHTSA through an administrative proceeding. The reinterpretation (and misinterpretation) that NHTSA now offers is a change in position from those 2016 rulemakings. NHTSA admits as much, saying that its new interpretation “reflects a change in NHTSA’s position on this issue” from the 1997 rulemaking that first inflated the CAFE penalties from $5 to $5.50. NHTSA has not sufficiently explained its sudden change in statutory interpretation.

NHTSA’s attempt to explain this sudden change in statutory interpretation hinges on a complete misunderstanding of the role of market-based compliance options like credit trading. The agency claims that the old penalty of $5.50 per tenth-of-a-mile-per-gallon is not a “specific monetary amount,” because it is “part of a complex, statutory formula used to calculate a variable penalty.” In particular, NHTSA insists that the ultimate penalty assessed against non-compliant manufacturers is not within the agency’s control, but rather depends on the manufacturer’s own decisions about whether to purchase or transfer credits, as well as on other manufacturers’ decisions about whether to sell credits, such that the penalty is not a specific amount but rather a “function of market forces.” This argument attempts to complicate an enforcement system that is really straightforward and standard. Many, if not all, civil monetary penalties assessed by any agency depend, on some level, on the regulated entity’s decisions about whether or not, and how, to comply. The CAFE standard’s system of credit trading and transfers are simply market-based tools capping compliance costs. Manufacturers’ decisions about whether to purchase and use credits
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4 Id. at 13,904.
5 81 Fed. Reg. 43,524, 43,525 (July 5, 2016).
10 83 Fed. Reg. at 13,909.
11 Id. at 13,905 & 13,909.
12 E.g. 74 Fed. Reg. 14,196, 14206 (Mar. 30, 2009) ("Under Part 536, credit holders . . . will have credit accounts with NHTSA, and will be able to hold credits, apply them to compliance with CAFE standards,
are no different than any other decision about whether and how to comply with a regulatory standard. Credit trading and transfers allow the manufacturer to reduce its incidence of non-compliance, but the penalty per incidence of non-compliance remains fixed and specific: $5.50 (before inflation) for each tenth of a mile-per-gallon shortfall. No amount of credit trading changes the fact that, for each tenth of a mile-per-gallon shortfall, NHTSA must ultimately and specifically assess at least $5.50 (before inflation).

NHTSA’s argument that a manufacturer’s level of compliance changes depending on the use of credits or credit-trading based on the use credit-trading\textsuperscript{13} could also have unpredictable consequences both for the status of credit-trading markets under the CAFE program and for the many other regulatory programs that rely on market-based flexible compliance options.\textsuperscript{14} Regardless of the use of credit or trading, the underlying penalty remains the same. As a leading agency in the use of market-based flexible compliance options,\textsuperscript{15} NHTSA needs to be more careful about how it characterizes the relationship between credit trading and compliance.

In conclusion, credit trading is a compliance option, and does not change the specific penalty assessed per tenth of a mile-per-gallon shortfall is $5.50 (before inflation).

B. $10 per 0.1mpg is a “maximum” civil monetary penalty, and must also be adjusted for inflation

NHTSA also “tentatively concludes” that the Energy Policy and Conservation Act of 1975’s (EPCA) $10 cap on CAFE penalties should not be adjusted for inflation,\textsuperscript{16} though the agency asks for comments on this matter.\textsuperscript{17} NHTSA argues that the 2015 Act does not apply because “NHTSA cannot assess or enforce the $10 cap against anyone”; “[r]ather, it is a limit on the amount NHTSA can set for the CAFE civil penalty rate if the required determinations are made.”\textsuperscript{18} NHTSA misreads the statute’s definition of a “civil monetary penalty.” That definition covers, in relevant part, “any penalty, fine, or other sanction that . . . has a maximum amount provided for by Federal law and is assessed or enforced by an agency.”\textsuperscript{19} Later the Act instructs agencies to increase “the maximum civil monetary penalty or the range of minimum and maximum civil monetary penalties, as

\begin{itemize}
  \item transfer them to another ‘compliance category’ for application to compliance there, or trade them.
  \item id. at 14,218 (“In the event that a manufacturer does not comply with a CAFE standard, even after the consideration of credits, EPCA provides for the assessing of civil penalties.”); 81 Fed. Reg. at 95,489 (“[S]ince the introduction of credit trading and transfers for MY 2011 and after, many manufacturers have taken advantage of those flexibilities rather than paying civil penalties for non-compliance.”).
  \item See 83 Fed. Reg. at 13,906.
  \item See 82 Fed. Reg. 56,181, 56,182-84 (in its Request for Information on adding market-based flexibilities to one of its regulatory programs, the Department of Energy uses the CAFE program of averaging and trading as its leading example).
  \item 83 Fed. Reg. at 13,905 n.1; accord. id. at 13,908 & 13,916.
  \item 83 Fed. Reg. at 13,905 & 13,916.
  \item 83 Fed. Reg. at 13,916.
  \item 28 U.S.C. § 2461 note.
\end{itemize}
applicable, for each civil monetary penalty.”20 The references to a maximum penalty, which much be adjusted for inflation, apply quite straightforwardly to EPCA’s $10 upper-limit on penalties.

Moreover, if the $10 maximum were a permanent cap never subject to inflation, that would defeat Congress’s stated purposes for the 2015 Act: namely, to “allow for regular adjustment for inflation of civil monetary penalties” and to “maintain the deterrent effect of civil monetary penalties and promote compliance with the law.”21 Not only could the required adjustment of the old $5.50 penalty to the current $14 penalty not take full effect if the $10 limit were read as an un-adjustable cap, but no further adjustments for inflation could ever occur, and the CAFE penalty would quickly lose deterrent effect. The $10 limit must therefore also be fully adjusted for inflation, to the $25 figure set by NHTSA in 2016.22

C. The CAFE standards’ increasing stringency is not a unique feature that warrants exemption

The agency suggests that Congress could not have intended for the CAFE penalties to ever adjust for inflation, because Congress already required the CAFE standards to “continually increase . . . to maximum feasible level.”23 The apparent implication is it would be so unfair to require both “mandatory penalty inflation adjustments and continuous fuel standard increases” that Congress could never have intended such a result.24 The agency concludes its argument by alleging that this combination of regular inflation adjustments plus increasing stringency “does not occur with other types of penalties.”25

First, the penalties-adjustment under the 2015 Act is not even an increase in real terms. The penalties-adjustment only “increases” the penalty to be more in line with inflation. As such, the penalties-adjustment cannot conflict with the fuel-standard increases.

Second, adjusting the penalty and increasing the standard have different purposes, and so it should not be surprising that Congress would have intended both the adjustment and increase to occur regularly. EPCA requires regular review of the standards’ stringency, so that the standards always reflect the level of efficiency that is technologically feasible. In contrast, the Inflation Adjustment Act was meant to maintain the deterrent effect of the penalties in light of inflation, regardless of any changes in technology that might inform the review of the standards’ stringency.

In any event, NHTSA’s entire argument is based on a false premise. Many regulatory standards undergo statutorily required reviews at regular intervals to increase stringency, and other agencies have had no trouble applying inflation adjustments to the civil penalties associated with such regulatory requirements. For example, the Department of Energy’s energy conservation program for appliances and commercial equipment—authorized under the EPCA, the act that created the CAFE program—requires that the agency assess every six years26 whether the energy efficiency standards “achieve the maximum improvement in energy efficiency . . . [that] is technologically feasible and economically justified.”27 As recently as January 2018, the Department of Energy
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24 Id.
25 Id.
26 42 U.S.C. § 6295(m).
applied the 2015 Act to adjust the civil penalties for its standards—standards which the agency must regularly increase up to maximum feasible levels.28 There is nothing unique about the CAFE civil penalties that would suggest Congress intended to exempt them from the 2015 Act.

D. Neither the CAFE penalty’s dollar size nor revenue estimates justify an exemption

NHTSA’s other arguments for why the 2015 Act should not apply to the CAFE civil penalties are equally unconvincing. The agency argues that the discrepancy between the Congressional Budget Office’s assessment of the 2015 Act’s revenue effects, compared to industry commenters’ allegations about their anticipated cost increases from inflating the CAFE penalty, “further suggests Congress had not considered the [CAFE] civil penalty rate subject to the 2015 Act’s inflation adjustment.”29 Not only are Congressional Budget Office estimates poor evidence of congressional intent,30 but—as further discussed below—industry’s dire predictions about their own costs, made in an attempt to justify deregulation, provide no evidence of congressional intent.

The agency’s argument that the Act’s rule about rounding to the nearest dollar creates a de minimis exemption for the “small dollar value CAFE civil penalty rate”31 ignores basic math. Here, fully adjusting the penalty for inflation since 1975 would have increased the penalty four-fold, from $5.50 to $22.32 The 2015 Act’s limit on initial catch-up increases to 150% would drop that adjusted rate to $13.75, but the rounding rule pushes the final penalty up slightly higher to $14.33 None of these figures is a de minimis increase from $5.50. As explained in Part II, applying the Inflation Adjustment Act of 2015 to the CAFE penalty will have a meaningful effect on fuel economy and deterrence.

II. NHTSA should explain why it is justified in reducing the penalty from $14 to $5.50

In the proposed rule, NHTSA claims that it is “proposing to retain the current civil penalty rate” of $5.50 per tenth of a mile-per-gallon.34 But the “current civil penalty rate” was set at $14 per tenth of a mile-per-gallon in 2016 through a final agency action.35 NHTSA did attempt to suspend that rule, but NHTSA’s suspension was recently vacated by the U.S. Court of Appeals for the Second Circuit.36 Therefore, the proposed rule does not “retain” the $5.50 penalty. The proposed rule rescinds the $14 penalty and reinstates the $5.50 penalty. As explained below, in lowering the penalty from $14 penalty to $5.50, NHTSA has caused forgone benefits, which will have a significant impact on the
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28 83 Fed. Reg. 1289, 1291 (Jan. 11, 2018) (applying the Inflation Adjustment Act of 2015 to 10 U.S.C. part 429 (which sets penalties for “certification, compliance, and enforcement for consumer products and commercial and industrial equipment”) and part 431 (which sets penalties for “energy efficiency program for certain commercial and industrial equipment”)).
33 Id.
environment. NHTSA’s failure to address the forgone benefits and the environmental impact is arbitrary and capricious.

A. Lowering the penalty causes forgone benefits

“That the purpose of civil penalties for non-compliance is to encourage manufacturers to comply with the CAFE standards.” In economic terms, the penalties work like safety valves because they allow car manufacturers to comply with the CAFE standards or pay the penalty if their compliance costs would otherwise be too high. The penalties also allow manufacturers to increase compliance partially and pay only partial penalties. Thus, when an individual manufacturer’s marginal costs of compliance with the standards exceed the penalty, the company can be expected to choose to pay the penalties. But when the marginal cost of compliance is lower than the penalty, the company will comply with the standards.

The statute also allows manufacturers to earn tradable compliance credits for compliance with future stricter standards or higher penalties, with each credit representing a tenth of a mile-per-gallon for the manufacturer’s fleet. Thus, when the penalty is adjusted, depending on the predicted value of credits, a company may choose to overcomply in order to earn credits in advance of future compliance needs.

In this way, the proposed rule would be expected to particularly affect compliance plans of manufacturers that face marginal compliance costs between $5.50 and $14 per tenth of a mile-per-gallon. With the 2016 Civil Penalties Rule, those manufacturers would be expected to increase compliance. The 2016 Civil Penalties Rule would also increase the incentive to earn credits for earlier and more aggressive investments in compliance. Consequently, even some of the manufacturers who would be fully compliant under $5.50 penalty are expected to increase the fuel efficiency of their fleet to generate additional compliance credits that they can sell to other manufacturers. And without the 2016 Civil Penalties Rule, those manufacturers would not be expected to increase their compliance or invest in obtaining credits.

Policy Integrity used NHTSA’s own model, the CAFE Compliance and Effects Model, commonly referred to as “the CAFE model” or “the Volpe model,” to assess the impact of the reduced penalty

37 81 Fed. Reg. at 95,490.
To perform the analysis, we used the model software and source code that are available on NHTSA’s website. And we used the data underlying the 2016 Draft Technical Assessment Report for Model Years 2022-2025 Passenger Cars and Light Trucks ("NHTSA data").

To estimate the impact of the proposed rule, we left the model inputs constant, with one exception, and assumed that the $14 penalty would never apply. The default modeling horizon for the Volpe model is 2032. Thus, we used the $5.50 penalty from prior to the 2016 Civil Penalties Rule through the year 2032, in order to obtain an estimate of the impact of a permanent reduction.

We then compared that scenario with a “baseline scenario,” where the $14 penalty applies starting with Model Year 2019, as established in the 2016 Civil Penalties Rule. In comparing the proposed rule scenario with the baseline scenario, we were able to obtain an estimate of the impact that the proposed rule would have on average fuel economy for each year through 2032. Figure 1, below, provides this information over time.

Specifically, we determined that reducing the 2016 Civil Penalties Rule would lower the average passenger car fuel economy by 2.24 mpg from 46.63 mpg (under the baseline scenario) to 44.39 mpg in the year 2022, representing a 200% growth in non-compliance. In the year 2032, the proposed rule will cause average passenger car fuel economy to drop almost 5 mpg, from a baseline 46.63 mpg.


44 The default inputs into the Volpe model assume that non-European manufacturers will choose to comply with CAFE standards regardless of how high compliances costs become, but that assumption is not reasonable. The assumption appears to be based on historic compliance levels during a time when regulation stringency was much lower as compared to future standards. See Union of Concerned Scientists, Response to Automaker Comments Regarding Raising CAFE Fines at 5 (Dec. 21, 2017), https://www.regulations.gov/document?D=NHTSA-2017-0059-0019. With an increased penalty and more stringent fuel economy standard, historic compliance levels are likely to change. See id. Indeed, NHTSA recently acknowledged that "manufacturers are falling behind the standards for model year 2016 and increasingly so for model year 2017" and so "it is likely that many [more] manufacturers will face the possibility of paying larger CAFE penalties over the next several years than at present." Reconsideration of Final Rule on Civil Penalties, 82 Fed. Reg. 32,140, 32,141. While there might be factors other than economic considerations affecting the decision whether to pay penalty or comply, in running the model, we have assumed that all manufacturers behave consistently with standard economic theory and observations and pay the penalty when it is less expensive than their costs of compliance.

scenario of 54.75 mpg to 49.75 mpg. For the passenger car fleet, vehicles can be expected to consume an additional 25 billion gallons between 2017 and 2032. For the total fleet, the expected increased fuel consumption amounts to 54 billion gallons between 2017 and 2032.

Figure 1 illustrates the impact of the proposed rule on fuel economy over time.

Figure 1
Figure 2 shows the cumulative amount of additional gallons consumed as a result of the proposed rule, for both passenger cars and the total fleet, per year.

And with these losses in fuel economy come significant harms, including increased emissions of greenhouse gases and conventional pollutants, increased fueling time, and decreased fuel savings. NHTSA acknowledged as much in its proposal to reconsider the 2016 Civil Penalties Rule, explaining that an increased CAFE penalty rate would lead to “greater fuel savings and other benefits.”

The numbers presented in the figures were obtained based on the fuel price predictions used for 2016 Draft TAR for Model Years 2022-2025. To calculate the potential impact of changes in fuel price developments and forecasts, we re-ran the Volpe model using data from Annual Energy Outlook 2018. The results we obtained were very similar to the results using the predictions in the 2016 Draft TAR for Model Years 2022-2025. With the updated fuel prices, reducing the 2016 Civil Penalties Rule would lower the average passenger car fuel economy by 1.88 mpg from 46.91 mpg (under the baseline scenario) to 45.04 mpg in the year 2022. In the year 2032, the proposed rule will cause average passenger car fuel economy to drop by 4 mpg, from a baseline scenario of
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48 Available at https://www.eia.gov/outlooks/aeo/.
55.45 mpg to 51.48 mpg. For the passenger car fleet, vehicles can be expected to consume an additional 20 billion gallons between 2017 and 2032. For the total fleet, the expected increased fuel consumption amounts to 52 billion gallons between 2017 and 2032.

B. NHTSA’s failure to address the forgone benefits is arbitrary and capricious

When an agency cancels or rescinds a regulation, it removes the protections and benefits that the regulation would have provided to society—causing a cost in the form of forgone benefits.49 “Although an agency is entitled to change its policy positions, it has an obligation to adequately explain the reason for the change and its rejection of its earlier factual findings.”50 In that explanation, an agency must (1) “examine the relevant data” and (2) “articulate a satisfactory explanation for its action including a rational connection between the facts found and the choice made.”51 This requirement that agencies engage in reasoned decisionmaking “prevents officials from cowering behind bureaucratic mumbo-jumbo.”52

Forgone benefits are an important category of “relevant data” that NHTSA must take into account.53 As explained above, the proposed rule will cause forgone benefits. But in the proposed rule, NHTSA has not addressed those forgone benefits at all. Instead, NHTSA’s analysis assumes that the proposed $5.50 penalty is simply a continuation of the status quo. That is not correct. NHTSA’s proposed rule disrupts the status quo and lowers the penalty from $14 to $5.50.54 NHTSA’s failure to address the impact of that reduction is a “serious flaw undermining” the agency’s analysis of benefits and harms and it renders the proposed rule unreasonable.55

C. NHTSA’s NEPA analysis is factually inaccurate

In the NEPA analysis in the proposed rule, NHTSA asserts that increasing the penalty will result in “only marginally better level of compliance.”56 NHTSA also states that the proposed action will have “no impact or a small positive impact on the quality of the human environment.”57 This NEPA analysis is faulty for two reasons.

First, NHTSA has misleadingly misidentified the no action alternative. On December 28, 2016, NHTSA finalized an inflation adjustment of the CAFE penalty to $14 per tenth of a mile-per-gallon.58 Though NHTSA later attempted to stay the effective date of that final rule, the 2016 Civil Penalties Rule remains the final rule until it is repealed or replaced through a proper notice-and-comment proceeding (and furthermore, the U.S. Court of Appeals for the Second Circuit recently invalidated
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50 Id.
52 Competitive Enter. Inst., 956 F.2d at 32-6-27.
53 State Farm, 463 U.S. at 43; See also Michigan v. EPA, 135 S. Ct. 2699, 2707 (2015) (“Consideration of cost reflects the understanding that reasonable regulation ordinarily requires paying attention to the advantages and the disadvantages of agency decisions.”); Mingo Logan Coal Co. v. EPA, 829 F.3d 710, 730 (D.C. Cir. 2016) (Kavanaugh, J., dissenting) (considering the costs of a repeal “is common sense and settled law”).
54 See California, 277 F. Supp. 3d at 1120 (explaining how a suspension disrupts the status quo).
56 83 Fed. Reg. at 13,918.
57 Id.
58 81 Fed. Reg. 95,489.
NHTSA’s stay as illegal). Consequently, the $14 penalty should be the no action alternative, against which the agency may compare its preferred proposal of reverting back to the $5.50 penalty.

Second, again, NHTSA’s own model easily demonstrates that that NHTSA’s claim that the proposed rule would only have a “negligible”\textsuperscript{59} impact on the environment is false. As described above, reducing the 2016 Civil Penalties Rule would lower the average passenger car fuel economy by 2.24 mpg from 46.63 mpg (under the baseline scenario) to 44.39 mpg in the year 2022, representing a 200% growth in non-compliance. In the year 2032, the proposed rule will cause average passenger car fuel economy to drop almost 5 mpg, from a baseline scenario of 54.75 mpg to 49.75 mpg. For the passenger car fleet, vehicles can be expected to consume an additional 25 billion gallons between 2017 and 2032. For the total fleet, the expected increased fuel consumption amounts to 54 billion gallons between 2017 and 2032.

NHTSA should monetize the forgone emission reductions. Because NHTSA seemingly wishes to rely in part on the environmental impact statements prepared separately for the CAFE standards themselves, these comments hereby incorporate our previous comments, submitted recently by Policy Integrity and other organizations, on the requirement under NEPA for NHTSA to use the social cost of greenhouse gases to assess the environmental impact of its CAFE standards.\textsuperscript{60} The arguments on the need to use the social cost of greenhouse gases apply with equal force to any NEPA analysis conducted on changes to the CAFE civil penalties.

III. NHTSA’s proposed analysis of “negative economic impact” is arbitrary and capricious

A. NHTSA should consider the benefits of the 2016 Civil Penalties Rule when considering whether the civil penalties will have a “negative economic impact”

The 2015 Act provided that NHTSA must adjust the civil penalties to reflect inflation. But the Act also authorized NHTSA to adjust the penalty by less than the amount otherwise required if NHTSA determines that “increasing the civil monetary penalty by the otherwise required amount will have a negative economic impact.”\textsuperscript{61}

NHTSA proposes to interpret the term “negative economic impact” without reference to any potential benefits of the 2016 Civil Penalties Rule.\textsuperscript{62} But “negative economic impact” must mean “negative net economic impact” and if there are enough benefits the economic impact would be positive. Even if the question presented by this proposed rule were simply a question of whether NHTSA should “retain”\textsuperscript{63} the $5.50 penalty (and it is not, as explained above)—NHTSA’s proposal would be arbitrary and capricious.\textsuperscript{64} It is well-settled that ignoring the benefits of a regulatory action while relying only on the costs is arbitrary and capricious.\textsuperscript{65} In fact, in a case addressing a

\textsuperscript{59} 83 Fed. Reg. at 13,918.

\textsuperscript{60} See Exhibit A.

\textsuperscript{61} Pub. L. 114-74 § 701(c) (2015) (“The purpose of this Act is to establish a mechanism that shall allow for regular adjustment for inflation of civil monetary penalties; maintain the deterrent effect of civil monetary penalties and promote compliance with the law; and improve the collection by the Federal Government of civil monetary penalties.”).

\textsuperscript{62} 83 Fed. Reg. at 13,913.

\textsuperscript{63} 83 Fed. Reg. at 13,904.

\textsuperscript{64} Id. at 13,913.

\textsuperscript{65} Competitive Enter. Inst. v. Nat’l Highway Traffic Safety Admin., 956 F.2d 321, 326-27 (D.C. Cir. 1992) (holding that agency was required to explain whether safety concerns outweighed benefits of energy savings in new
NHTSA decision, the U.S. Court of Appeals for the Ninth Circuit held that NHTSA could not “put a thumb on the scale by undervaluing the benefits and overvaluing the costs” when finalizing a fuel-economy standard. The same principle applies here.

Though Congress did not define the phrase “negative economic impact,” OMB did determine that such circumstances were intended to be “rare.” And any rational understanding of that phrase should include some showing of a significant and net negative economic impact. The mere existence of some negative effect on some individual or automaker cannot be enough to invoke the exception, because otherwise the exception would swallow the rule. Any increase in the penalty could diminish profits for those individual firms that would not comply with the standards but for this inflation adjustment (i.e., counterfactual “non-compliant” firms). If that were sufficient grounds to invoke the exception, the exception would always apply and would not be narrow and “rare” as intended. Instead, the impact must be a significant impact, and significance is best measured by comparison to other costs and benefits.

Indeed, there is substantial overlap between the analysis necessary under the “negative economic impact” exception and the next exception in the statute, which is designed to cover a circumstance where the “social costs of increasing the civil monetary penalty by the otherwise required amount outweigh the benefits.” The two sections, when read together, suggest that Congress could not have meant the term “negative economic impact” to be an unlimited concept. NHTSA argues that the use of the concept of “net” social costs in that section supports a finding that “negative economic impact” does not entail any comparison to benefits. But Congress used the term “negative” and that term by itself must entail some analysis of what it means to be “negative.” And, as explained above, the only rational way of understanding that term is to look at it in comparison to the benefits.

The exception for “negative economic impact” is only warranted if updating the penalty would have a significant, net negative effect. Those circumstances do not apply here.

---

68 Id.
69 This is in the spirit of any cost-benefit analysis and is based on Kaldor–Hicks type of welfare criterion, which assumes that, as almost any change makes some people better off and others worse off, the welfare effects of a change need to be evaluated by reference to whether gainers could compensate losers for their losses. See Nicholas Kaldor, Welfare Propositions in Economics and Interpersonal Comparisons of Utility, 49 THE ECONOMIC JOURNAL, 549–552 (1939).
70 Pub. L. 114-74 § 701(c).
B. NHTSA’s analysis of the potential compliance costs of the $14 penalty is unreasonable

1. NHTSA’s cost estimate is inflated

NHTSA’s proposes that the “negative economic impact” of the 2016 Civil Penalties Rule justifies the proposed rule. To make this claim, NHTSA relies predominantly on the estimates of additional costs provided by the car industry in their comments. NHTSA’s publicly available model: the CAFE Compliance and Effects Model, commonly referred to as “the CAFE model” or “the Volpe model.”

While the Volpe model is one of the best publicly available tools for analyzing the effects of fuel economy regulation and offers substantial transparency and comparability for the analyses, the model has some substantial shortcomings. Those shortcomings will tend to overestimate fuel economy costs.

First, Volpe is “overly conservative in capturing the effects of technology innovation and engineering improvements, cost reductions, and learning-by-doing by auto manufacturers as well as vehicle suppliers.” Consequently, some of the available technologies that were already utilized by automakers were not reflected properly in the model. Additionally, given that the last version of Volpe was released in 2016, all the fuel-saving technologies that became market-ready since 2016 will also not be reflected in the results, contributing to an inflated cost estimate.

Second, Volpe currently does not take credit trading between manufacturers into account. Economists widely believe that credit trading (or trading of emission permits) has a substantial potential to reduce costs because it equalizes marginal compliance costs among regulated entities. In fact, for some programs, the expected cost savings from employing a market-based policy (allowing trade in compliance credits between regulated units) relative to uniform standards can be as high as 50%.

To illustrate, assume manufacturers did not have the option of credit-trading. If a manufacturer falls below the standards by X miles per gallon and has no banked credits, increasing the penalty from $5.50 per 0.1 mpg to $14 per 0.1 mpg (a difference of $8.5 per 0.1 mpg, or $85 per mpg) would cause the manufacturer potentially to face a maximum increase in costs of $85 times X miles (i.e., 85X). If
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72 See id. at 13,916.
75 Id.
76 The Agency’s analysis also does not consider the fact that the stringency of its regulation may also have impact on the innovation rate in the fuel efficiency technologies. Economic literature provides strong evidence for such a directed technical change. See, e.g. Philippe Aghion et al., Carbon Taxes, Path Dependency and Directed Technical Change: Evidence from the Auto Industry, 124 J. POLIT. ECON. 1–56 (2016).
78 Raising the penalty from $5.50 per 0.1 mpg to $14 per 0.1 mpg creates a difference for 0.1 mpg of $8.5. So if the firms undercomplies by 1 mpg, we’d expect an increase in the penalty of $85 per mpg.
that manufacturer had access to technologies that would increase the fuel efficiency of its fleet at
cost of $Y per additional 0.1 mpg, whereby Y is higher than $55 but lower than $140, he would
adopt that technology. Consequently, the manufacturer’s additional costs related to the increase
in penalty would fall somewhere between (Y-5.5)X dollars and 85X dollars.

But fuel economy technologies may be less costly than $Y for some manufacturers. And if another
company can increase its fuel efficiency at a lower cost, equal $Z per additional 0.1 mpg, there will
be gains from credit trades between the non-compliant and compliant firm. The new additional
costs related to increase in penalty would now be lower than in the no-trade case, with the lower
costs range equal to (Z-5.5)X. The gains from the credit-trade will depend on the heterogeneity of
the manufacturers, expressed as the difference between their costs of additional fuel economy, Y
and Z. Given the substantial differences in the technologies available to the companies, as well as
the different segments of the car market that the manufacturers target (e.g. luxurious or sports cars
and family cars), the compliance credit trades between manufacturers may significantly lower the
costs of compliance with CAFE. The higher the penalty rate, the more profitable trade
opportunities will be available and the higher the overestimation of the compliance costs will be
when the credit trade is not allowed.

Third, the Volpe model assigns technologies to the manufacturer’s fleet to find how the
manufacturer might comply with CAFE standards at the lowest possible costs given the predicted
car fleet. This implies that the model disregards the changes in fleet composition that producers
might introduce to comply with standards. The model also assumes that the increased costs of
compliance are fully passed on to consumers through increased car prices (100% pass-through
rate). In reality, though, when deciding how to meet the standards, automotive firms will be able to
take into account consumers’ demand for individual vehicle models and their attributes.
Manufacturers can adjust prices across their fleet to optimally attract customers toward more fuel-
efficient vehicles—a practice called mix-shifting. Automakers can also roll out more fuel efficiency
and emissions control improvements in luxury vehicles, a segment of the market where consumers
are relatively less price-sensitive. In their pursuit of profits, the automobile manufacturers can be
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79 If the technology costs less than $5.5 per 0.1 additional mpg, the manufacturer would rather apply it than
pay the $5.5 penalty. If the technology is more costly than $14 per 0.1 additional mpg, the manufacturer
probably will not apply it even with increased penalty for non-compliance.

80 The difference between cost of the technology applied under the higher penalty and the lower penalty
multiplied by the undercompliance. This cost would be incurred if the manufacturer reached full compliance
with the newly applied technology.

81 The costs that would be incurred if the compliant manufacturer could increase its fuel efficiency by X at $Z
per 0.1 mpg and sell the achieved additional credits to the non-complier.

82 Jonathan Rubin, Paul N. Leiby & David L. Greene, Tradable Fuel Economy Credits: Competition and Oligopoly,
58 J. ENVIRON. ECON. MANAGE. 315–328 (2009) (showing the huge potential of cost savings associated with
credit trading between the firms for CAFE program).

83 See Government Accountability Office, NHTSA and EPA’s Partnership for Setting Fuel Economy and
Greenhouse Gas Emissions Standards Improved Analysis and Should Be Maintained, Appendix II (2010),

84 See Jason M. Luk, Bradley A. Saville & Heather L. MacLean, Vehicle Attribute Trade-Offs to Meet The 2025
CAFE Fuel Economy Target, 49 TRANSPI. RES. PART D TRANSPI. ENVIRON. 154–171 (2016) (discussing mix-shifting);
see also Pinelopi K. Goldberg, The Effects of the Corporate Average Fuel Efficiency Standards in the US, 46 J. IND.
ECON. 1–33 (1998); see also David Austin & Terry Dinan, Clearing the air: The Costs and Consequences of Higher
expected to pursue any available means of reducing compliance costs. By not taking those possibilities into account, the Volpe model’s cost estimates are overinflated.

2. The cost estimate is not large relative to the cost of an average car

In any event, even if the cost estimate were not inflated, the cost increase should be presented in the proper perspective. The $1 billion per year estimate,\(^85\) while representing a substantial (if overestimated) number on its own, is actually only a tiny fraction of total sales. The United States has one of the largest automotive markets in the world, with yearly sales equaling around $619.4 billion (in 2016) so the increase in the compliance costs claimed by the Agency would constitute only 0.2% of the industry’s revenue.\(^86\) The profit margins for manufacturers hover around 7-10\%.\(^87\) With the latest annual sales reaching over 17.8 million cars,\(^88\) the additional cost claimed by the Agency, translates into a $56 increase in the car price.\(^89\) As an average price of a new car in December 2017 was over $36,000, the price increase is negligible, especially given that the fuel savings that the customers will enjoy due to higher penalties (see discussion in Section IIA).\(^90\)

3. The 2016 Civil Penalties Rule was not punitive

NHTSA proposes that the $14 penalty has “severe punitive implications.”\(^91\) But CAFE penalties are not punitive. The penalties work like safety valves, because they allow the car manufacturers to avoid the requirements imposed by vehicle standards in case compliance costs are too high. Such penalty systems are a common element of environmental regulation, and are viewed as price ceilings that limit high-side abatement cost risk.\(^92\) In the case of CAFE requirements, penalties effectively determine the upper limit to the compliance costs per vehicle, capping the cost of the vehicle standards on industry. The economics of safety valves are well understood.\(^93\) In particular, it

\(^{85}\) 83 Fed. Reg. at 13,916.
\(^{88}\) According to WardsAuto, 17,865,773 Cars and Trucks were sold in the U.S. in 2016. WARDsAUTO, DATA CENTER, US VEHICLE SALES, 1931-2016 (2017).
\(^{89}\) Id.
is clear that the compliance efforts firms are willing to exert depends on the penalty itself. Whenever the marginal costs of compliance with the rules exceed the penalty, companies choose to pay penalties. Increasing the penalty raises the amount the companies are willing to spend on compliance, bringing them closer to the standards.

Moreover, the 2016 Civil Penalties Rule simply adjusts the penalty to be more in line with inflation and thus cannot have a punitive impact. Congress adopted the 2015 Act with a clear purpose: to maintain the deterrent effect of civil penalties set years ago. Without adjustments, the amount that the manufacturers were willing to spend on additional 0.1 mpg fuel efficiency was decreasing over time in real terms, decreasing the incentives to comply with CAFE requirements. In other words, the adjustment of the penalty does not actually raise the penalty. It was necessary simply to avoid further deterioration of the compliance incentives.

Moreover, the impact of any adjustment would be very small when viewed relative to the average price of a car. As shown in Section III B 1, any negative effects of higher penalties on profits would be experienced only by those firms that, in the absence of the inflation adjustment, would not comply with the standards (i.e., the “counterfactual non-compliers”). The fuel economy deficiency reached by those producers (the difference between the fuel economy of the individual cars in the fleet and the applicable standards for them weighted by car sales) will decrease for them under the $14 penalty. The total additional cost imposed by the $14 penalty for a counterfactual non-complier will be strictly less than the difference between the penalty rates ($8.5) multiplied by the fuel economy deficiency reached under the $5.5 penalty (“counterfactual under-compliance”) and would be a function of the lowest marginal fuel economy costs among all the car manufacturers. Simulations with Volpe suggest that, in accordance with intuition, the counter-factual under-compliers will occur mostly for luxurious and sports cars. Given that those tend to sell at prices well above the average price of $32,000, the increase in costs should not be thought of as severe.

4. NHTSA’s concern that the 2016 Civil Penalties Rule will increase unemployment is unfounded

NHTSA claims that the $14 penalty “could plausibly cause a significant increase in unemployment in a State or a region of a State.” But when looking at the employment changes within the industry, the Agency needs to use a proper methodology to evaluate the effects of any changes in employment within the industry of the affected workers, in accordance with established practices of cost-benefit methodologies.

---

94 Pub. L. 114-74 § 701(b)(2)(b) (2015) (“The purpose of this Act is to establish a mechanism that shall allow for regular adjustment for inflation of civil monetary penalties; maintain the deterrent effect of civil monetary penalties and promote compliance with the law; and improve the collection by the Federal Government of civil monetary penalties.”).
95 83 Fed. Reg. at 13,905.
96 The main cost of induced unemployment is the difference between the wages lost and the opportunity costs of the employment lost. When the laid-off person directly moves to a newly created job with a wage equal to the previous wage, which often happens when the economy is in full employment state, the cost would be zero. On the other hand, if a person losses a job and remains unemployed, the opportunity cost would encompass the value of increased leisure. The additional costs of policy-induced unemployment might include transitional costs, e.g. costs of moving because of the new workplace, and psychological costs of being (temporarily) unemployed. See Timothy J. Bartik, Including Jobs in Benefit-Cost Analysis, 4 ANNU. REV. RESOUR. ECON. 55–73 (2012) and Timothy J. Bartik, The Social Value of Job Loss and its Effect on the Costs of U.S. Environmental Regulations, 9 REV. ENVIRON. ECON. POLICY 179–197 (2015).
Indeed, this point is made clear in John G. Morrall III’s comments, submitted in October 2017, on behalf of car manufacturers. In his comments, Morrall complained that the effect of a fuel economy standard in diverting resources to clean technology is often “mistakenly treated as a benefit.” Even though “jobs and investments may be created in industries supplying the required compliance technology,” according to Morrall, “these jobs represent opportunity costs not benefits since labor and resources must be diverted from other useful activities.” Symmetric logic should be applied to potential automotive jobs lost due to increase in CAFÉ penalties: jobs loss in the car industry frees workforce for other industries, thus creating benefits for those industries that compete with car manufacturers for employees.

Consequently, looking only at the employment changes within the car manufacturing industry and the associated changes in total wages in the industry will be ill-conceived for any evaluation the employment impact of the policy. One of the main reasons for that is that a job impact within the regulated industry does not directly translate into changes in employment levels for the economy as a whole. Workers laid off from the automobile sector and related businesses may quickly be absorbed by other industries. Economic studies suggest that even substantial job losses in the regulated industry can be offset by increased employment in the unregulated (clean) sector, leading to very small net effects of the regulation. Conversely, jobs created to comply with standards may be staffed with workers transferring from non-regulated industries rather than with the previously unemployed workers. Currently, the United States labor market is robust and near full employment. Therefore, economists would expect the transition to new employment to be relatively swift and new jobs to be created at the expense of already existing positions. Focusing on a single industry and failing to include general equilibrium employment effects is irrational and, given that the US economy is currently thought to be at full employment levels, would improperly overestimate the changes in employment level in the economy. Confining the analysis to employment changes in the regulated sector without determining job effects in other sectors distorts the evaluation of the regulation and contradicts the agencies’ obligation to look at all relevant factors under the Administrative Procedure Act.

If the agency engages in an analysis of employment impacts, the importance using an economy-wide analysis has been broadly acknowledged. NHTSA would therefore need to conduct this

---

98 Id.
99 Alliance and Global Automakers, John F. Morrall III, Analysis of the Potential “Negative Economic Impact” of Increasing Civil Monetary Penalties for Non-Compliance with Corporate Average Fuel Economy Regulations 12-13 (Oct. 6, 2017).
102 In their annual reports on the costs and benefits of federal regulations, OMB has repeatedly advised agencies not to fall into the “pitfall” of ignoring long-run and economy-wide effects: “a short-run, industry-specific job-counting model would give the impression that regulation reduces employment . . . However,
analysis before making any assumptions about the impact of the 2016 Civil Penalties Rule on employment. For the analysis of the total employment effects, the modeling would need to include linkages between the automotive sector and the rest of the economy, as well as proper representation of other sectors. The final product that could allow a thorough and reliable analysis of employment effects would be relatively complex. To ensure transparency and enable researchers and interested parties to reproduce the results of the study, it is crucial that NHTSA use only non-proprietary tools for such forecasts and make the model available for independent scholars and researchers to review.

The assumptions underlying the economy-wide modeling will have the potential to hugely affect the outcomes. For instance, there are indications that standard full-employment models, in which unemployment is inferred from number of hours worked, tend to seriously overestimate the economy-wide net change in the number of jobs as opposed to new search-economy-wide models with labor-search frictions. NHTSA should therefore not rely on the standard full-employment economy-wide models, but should use the new search-economy-wide models.

Moreover, special care needs to be taken to ensure that the model's analysis takes into account all features of regulation that are relevant for how the regulation impacts jobs in the regulated sector. In general, the impact of regulation on employment in the regulated industry is not obviously negative. For example, when a regulation causes production costs to rise, leading to lower sales and less demand for labor, more inputs, including labor, may be necessary to produce the same amount of output. This has the potential to offset any reduction in sales and thus labor, which could have a positive impact on the economy. Additionally, compliance activities may be more labor-intensive than conventional production. Thus, the potential effects of compliance in an industry can vary between job gains to job losses, depending on the types of requirements imposed by regulation, characteristics of compliance technology, demand and supply elasticities and other factors. Indeed, a review of empirical studies reveals a mixed picture of how regulation changes employment in the regulated industry. If a model these apparent reductions or increases in employment often will, in the medium or long run, turn out to be shifts in employment among economic sectors." In other words, agencies must not focus on only one sector, but rather must consider general equilibrium employment effects. See https://obamawhitehouse.archives.gov/sites/default/files/omb/inforeg/2015_cb/2015-cost- benefit-report.pdf at 42. See also SAB Advice on the Use of Economy-Wide Models in Evaluating the Social Costs, Benefits, and Economic Impacts of Air Regulations, Environmental Protection Agency Science Advisory Board Economy-Wide Modeling Panel (2017).

captures only the lost sales through cost increases, it is bound to find negative job impacts even though the real effect may be neutral or even positive. A misrepresentation of one of the channels through which regulation impacts jobs, may tilt the net employment effects from positive to negative, or vice versa. For instance, using elevated consumer price sensitivity will lead to an overestimate of the job losses. Therefore, for establishing the true employment effects, a very careful and balanced modeling of the mechanisms is needed, whenever possible enhanced by sensitivity analyses.

IV. The 2015 Act, not EPCA, governs this proceeding

NHTSA claims that it must determine that the increase will “not” have a substantial deleterious impact on the economy. But that argument is based on a misunderstanding of the statutory requirements here.

Over time, the real value of a penalty falls if not adjusted by inflation. The inflationary updates to the CAFE penalties are intended to maintain the level of deterrence effectuated by the civil monetary penalties, and to prevent the deterrent effect from being diminished by inflation. With nominal prices in the economy increasing over time, keeping the value of the penalty constant deteriorates its real value. As the CAFE penalty’s level has been essentially unchanged since 1975, incentives to comply with fuel economy have been strongly degrading over the time. Since 1975, inflation has increased indexed consumer prices by over 350%. As a result, a penalty first set in 1975 has lost significant deterrent effect. In 2015, Congress decided to remedy that problem with the 2015 Act, and mandated (“shall adjust”) that agencies update their civil penalties with a clear purpose: to maintain the deterrent effect of civil penalties set years ago by counteracting inflation, and to improve federal collections of penalties.

NHTSA proposes that it must nonetheless find that an increase from $5.50 to $14 “will not have a substantial deleterious impact on the economy” under EPCA. But the goals of EPCA are distinct from the goals of the 2015 Act. EPCA’s provisions on increasing the penalty were intended to allow NHTSA to increase the real value of the penalty to encourage compliance and “substantially further substantial energy conservation.” In contrast, the Inflation Adjustment Act was meant to maintain the real value of penalties as originally set in order to maintain the original deterrent demand.

---


108 The Consumer Price Index Calculator maintained by the Bureau of Labor Statistics shows that $5 in 1975 has the same buying power as $23.56 today. https://data.bls.gov/cgi-bin/cpicalc.pl?cost1=5.00&year1=197501&year2=201708.

109 Pub. L. 114-74 § 701(b)(4)(b)(1)(A) (“the head of an agency shall adjust civil monetary penalties through an interim final rulemaking”).

110 Pub. L. 114-74 § 701(b)(2)(b) (2015) (“The purpose of this Act is to establish a mechanism that shall allow for regular adjustment for inflation of civil monetary penalties; maintain the deterrent effect of civil monetary penalties and promote compliance with the law; and improve the collection by the Federal Government of civil monetary penalties.”).


effect. The criteria from EPCA on increasing the value of the penalty are not relevant to this rulemaking on adjusting the penalty to counteract inflation. Indeed, the 2015 Act explicitly contained very specific and very narrow exceptions\textsuperscript{113} (neither of which applies here), and NHTSA should not presume that Congress implicitly intended to create an entirely unwritten additional exemption just for CAFE.

NHTSA continues to conflate nominal and real value by suggesting, in the alternative, that EPCA’s requirements for increasing the real value of the penalty should be overlaid on top of the 2015 Act’s procedures for adjusting for inflation.\textsuperscript{114} The criteria from EPCA on adjusting the nominal value of the penalty are not relevant to updating the real value of the penalty to counteract inflation. Because the 2015 Act’s two narrow exceptions do not apply here (see above), NHTSA must update the CAFE penalties for inflation, consistent with the 2016 Civil Penalties Rule.

V. The proposed rule is a significant rulemaking subject to Executive Order 12,866

NHTSA claims that it “cannot definitively . . . determin[e]” whether its proposed rule is significant “until the final rule stage, as it depends entirely on the civil penalty rate established in the final rule.”\textsuperscript{115} Waiting until the notice of final rulemaking to publish an economic analysis unreasonably deprives the public of transparency and of the opportunity to participate meaningfully in the rulemaking.\textsuperscript{116} Moreover, NHTSA is wrong that it cannot determine the proposal’s significance.

Under Executive Order 12,866, a regulatory action is economically significant if it will (a) “have an annual effect on the economy of $100 million or more,” or (b) “adversely affect in a material way the economy, a sector of the economy, productivity, competition, jobs, the environment, public health or safety, or State, local, or tribal governments or communities.”\textsuperscript{117} The Office of Information and Regulatory Affairs has clarified that the $100 million threshold “includes benefits, costs, or transfers.”\textsuperscript{118}

Even if NHTSA’s reference\textsuperscript{119} to $1 billion per year in cost savings is realistic (and it is not), the rule is still significant. As these comments show, reducing the penalty from $14 back down to $5.50 will have negative consequences for compliance with the fuel economy standards, with the associated negative consequences of increased vehicle emissions, and increased negative effects on public health and the environment, as well as on consumer fuel savings. Thus, the proposed rule will “adversely affect in a material way” public health, the environment, and economic sectors and productivity related to consumer savings. As such, the proposed rule is an economically significant rulemaking.

If NHTSA wishes to move forward with this ill-advised and irrational proposal to reduce the CAFE penalty from $14 back down to $5.50, it must complete a full economic analysis pursuant to Executive Order 12,866, and it must publish that analysis for public comment before finalizing any regulatory action. The analysis must monetize all significant forgone benefits from reducing the

\textsuperscript{113} Pub. L. 114-74 § 701(b)(4)(c)(1).
\textsuperscript{114} 83 Fed. Reg. at 13,905, 13,913-14.
\textsuperscript{115} 83 Fed. Reg. at 13,917.
\textsuperscript{116} Cf. 5 U.S.C. § 553(c).
\textsuperscript{117} Exec. Order 12,866 § 3(f).
\textsuperscript{119} 83 Fed. Reg. at 13,916.
penalty from $14 back down to $5.50. Pursuant to Executive Order 12,866, NHTSA should then only move forward with its proposal “upon a reasoned determination that the benefits of the intended regulation justify its costs.”

We also attach here Policy Integrity’s October 2017 comments filed in response to NHTSA’s announcement that it was reconsidering the civil penalties and request for comments. Policy Integrity’s October 2017 comments are consistent with our comments and recommendations here and we request that they be included in the rulemaking record.

Sincerely,

Dr. Sylwia Bialek, Ph.D.
Bethany Davis Noll
Jason Schwartz

120 Exec. Order 12,866 § 1(b)(6).
121 82 Fed. Reg. at 32,140.
122 See Exhibit B.
Exhibit A
September 25, 2017  
To: James Tamm, Chief, Fuel Economy Division, NHTSA  
Docket: NHTSA-2017-0069  
Subject: Comments on Quantifying and Monetizing Greenhouse Gas Emissions in the Environmental Impact Statement for Model Year 2022-2025 Corporate Average Fuel Economy Standards  

Submitted by: Environmental Defense Fund, Institute for Policy Integrity at New York University School of Law, Natural Resources Defense Council, Sierra Club, and Union of Concerned Scientists

Our organizations respectfully submit these comments on the need for NHTSA’s environmental impact statement on new Corporate Average Fuel Economy standards to quantify and monetize the climate effects due to greenhouse gas emission changes. NHTSA should value the social cost of those emissions as thoroughly, accurately, and transparently as possible, drawing from the best available scientific and economic data and methodologies. Our organizations may separately submit other comments regarding other aspects of the scoping process for the anticipated EIS.

Relevant to the quantification and monetization of climate effects, NHTSA’s notice of intent to prepare an EIS makes three statements that are inconsistent with best practices and legal requirements.

First, NHTSA wrongly concludes that it need not monetize climate effects in its EIS. In fact, NHTSA has monetized climate effects in past EISs, and the social cost of greenhouse gas protocols remain appropriate for use in EIS analyses. Under legal standards for rational decisionmaking, agencies must monetize important greenhouse gas effects when their decisions are grounded in cost-benefit analysis. More broadly, it is appropriate to continue estimating the social cost of greenhouse gases in EISs, because monetizing such values advances the National Environmental Policy Act’s goals of informing decisionmakers and the public.

Second, NHTSA wrongly asserts that, due to uncertainty, “it is difficult to quantify how the specific impacts due to the potential temperature changes attributable to new CAFE standards may affect many aspects of the environment.” It is not: the social cost of greenhouse gas protocols provide a thorough, quantitative treatment of uncertainty, including uncertainty relating to temperature changes, environmental impacts, and the translation of those impacts into monetary estimates.

Third, NHTSA identifies its Model Year 2021 CAFE standards as the baseline for the no action alternative, ignoring how the future of EPA’s coordinated emissions standards should factor into its no action baseline. While the existing Model Year 2021 standards would provide the appropriate baseline should NHTSA engage in any reconsideration of standards for Model Year 2021 (standards that NHTSA should not reconsider), NHTSA must consider EPA’s Model Year 2022-2025 emissions standards and its own augural standards in setting any baseline for new CAFE standards for Model Years 2022-2025.

---

1 82 Fed. Reg. 34,740, 34,744 (July 26, 2017).
2 Id.
3 Id. at 34,742.
After detailing more thoroughly why NHTSA should monetize climate effects, should follow the treatment of uncertainty contained in the social cost of greenhouse gas protocol, and should rethink its baseline, these comments offer additional guidance on how to monetize climate effects consistent with the currently best available science and economics—specifically, by selecting a central estimate of global damages using a 3% or lower discount rate. Notwithstanding a recent Executive Order disbanding the Interagency Working Group (IWG) on the Social Cost of Greenhouse Gases, the estimates updated by that group in 2016 are still the best estimates of the lower bound of the social cost of greenhouse gases, reflecting current best practices and best scientific and economic literature. Any departure from those estimates would require agencies to engage with the complex integrated assessment models and ensure consistency with the most current scientific and economic literature, which overwhelmingly supports a global estimate based on a 3% or lower discount rate. Indeed, since the IWG’s estimates omit important damage categories and so are best treated as a lower bound, if anything the social cost of greenhouse gas values used by agencies should be even higher.

1. NHTSA Must Monetize the Social Cost of Greenhouse Gases in its EIS

NHTSA announces that “to streamline its documentation,” the agency will not monetize climate effects (or health effects) directly in the EIS, but rather will incorporate by reference the regulatory impact analysis, which “will...include[ ]” such monetizations.\(^4\) To begin, NHTSA appropriately commits to monetizing climate effects in its regulatory impact analysis. When doing so, NHTSA should consider these comments on how to monetize climate effects consistent with the best science and economics—that is, it must follow the social cost of greenhouse gas protocols in selecting a central estimate of global damages based on a 3% or lower discount rate. For purposes of the regulatory impact analysis, the 2016 estimates developed by the Interagency Working Group on the Social Cost of Greenhouse Gases remain the best currently available estimates based on the best scientific and economic literature (notwithstanding the recent Executive Order disbanding that group), and those estimates should be used as agencies’ lower bounds for calculating the cost of greenhouse gas emissions.

However, the fact that NHTSA plans to monetize climate effects in its regulatory impact analysis does not excuse the agency from properly analyzing and contextualizing climate effects in its EIS. The standard for when an agency may incorporate material by reference is not based solely on the desire to “eliminate redundancy.” Rather, regulations developed by the Council for Environmental Quality provide that agencies can incorporate by reference only if they can do so “without impeding agency and public review of the action.”\(^5\) In other words, even if interested persons can readily access the material via a citation, incorporation by reference is not permitted if it would “impede agency and public review.” Here, incorporation by reference would impede review for three reasons:

- First, the inconsistency with past NHTSA practices could create confusion. NHTSA has monetized climate effects directly in the EISs for previous CAFE standards. Changing the analytical approach on the standards’ most central environmental impact could misleadingly signal to reviewers that climate effects are not as significant or harder to quantify than in earlier rulemakings.

- Second, because of the global nature and magnitude of the problem of climate change, providing a qualitative-only accounting of climate effects in the EIS without proper contextualization may mislead the public and decisionmakers into underestimating and discounting the significance of climate effects.

---

\(^4\) 82 Fed. Reg. at 347,744.
\(^5\) 40 C.F.R. § 1502.21.
• Third, if NHTSA ultimately monetizes other costs or benefits directly in its EIS, failing to do the same for climate effects would be misleadingly arbitrary and would undermine the goals of NEPA.

In previous CAFE rulemakings, NHTSA monetized climate effects both directly in the EIS as well as in the regulatory impact analysis. Most importantly, when NHTSA finalized its standards for Model Years 2017-2021 and announced its “augural” standards for Model Years 2022-2025, its accompanying Final EIS comprehensively reviewed the environmental effects from the full range of model years: 2017 through 2025. Therefore, for any new standards NHTSA now proposes for Model Years 2022-2025, the public and decisionmakers will naturally compare a new EIS against the original EIS that already covered those same years. In the Final EIS for Model Years 2017-2025, NHTSA both directly monetized climate effects and appended the regulatory impact analysis, which also monetized climate effects. Because the earlier EIS documents monetized the climate effects, and because climate effects remain the most central environmental impact of the CAFE standards, failing to monetize the climate effects in new EIS documents would be misleading and create confusion among public and agency reviewers.

The next several subsections address the two additional reasons to not rely on incorporating by reference monetized climate effects from the regulatory impact analysis. Given the global nature and magnitude of the problem of climate change, providing a qualitative-only accounting of climate effects without proper contextualization may lead the public and decisionmakers to underestimate and discount the significance of climate effects. Furthermore, if NHTSA ultimately monetizes other costs or benefits in its EIS, failing to do the same for climate effects would be misleadingly arbitrary and would undermine the goals of NEPA.

**NEPA Requires Monetizing Climate Effects If Other Costs and Benefits Are Monetized**

NEPA requires “hard look” consideration of beneficial and adverse effects of each alternative option for major federal government actions. The U.S. Supreme Court has called the disclosure of impacts the “key requirement of NEPA,” and held that agencies must “consider and disclose the actual environmental effects” of a proposed project in a way that “brings those effects to bear on [the agency’s] decisions.” Courts have repeatedly concluded that an EIS must disclose relevant climate effects. Though NEPA does not require a formal cost-benefit analysis, agencies’ approaches to assessing costs and benefits must be balanced and reasonable. Courts have warned agencies, for example, that “[e]ven though NEPA does not require a cost-benefit analysis, it was nonetheless arbitrary and capricious to quantify the

---


7 Id. at 5-24.

8 Id. at Appendix G.


11 As the Ninth Circuit has held: “[T]he fact that climate change is largely a global phenomenon that includes actions that are outside of [the agency’s] control . . . does not release the agency from the duty of assessing the effects of its actions on global warming within the context of other actions that also affect global warming.” Ctr. for Biological Diversity v. Nat’l Highway Traffic Safety Admin., 538 F.3d 1172, 1217 (9th Cir. 2008); see also Border Power Plant Working Grp. v. U.S. Dep’t of Energy, 260 F. Supp. 2d 997, 1028-29 (S.D. Cal. 2003) (failure to disclose project’s indirect carbon dioxide emissions violates NEPA).

12 40 C.F.R. § 1502.23 (“[T]he weighing of the merits and drawbacks of the various alternatives need not be displayed in a monetary cost-benefit analysis.”).
benefits of [federal action] and then explain that a similar analysis of the costs was impossible when such an analysis was in fact possible.”13

While often eschewing formal cost-benefit analysis in environmental impact statements, agencies typically include in their NEPA reviews both quantitative and monetized analyses of the economic benefits and distributional effects of the decision, often including such factors as effects on wages and jobs.14 NHTSA’s prior EIS for Model Years 2017-2025 included details on the monetary value of refueling time, congestion, and noise.15 When agencies quantify and monetize the financial and distributional effects of regulations, they must also treat climate effects with proportional analytical rigor.

The recent withdrawal of the Council on Environmental Quality’s guidance on greenhouse gas emissions does not—and legally cannot—remove agencies’ statutory requirement to fully disclose the environmental impacts of greenhouse gas emissions. As CEQ explained in its withdrawal, the “guidance was not a regulation,” and “[t]he withdrawal of the guidance does not change any law, regulation, or other legally binding requirement.”16 In other words, when the guidance originally recommended the appropriate use of the social cost of greenhouse gases in EISs,17 it was simply explaining that the social cost of greenhouse gases is consistent with longstanding NEPA regulations and case law, all of which are still in effect today.

Numerous federal agencies support using the social cost of greenhouse gases in EISs. EPA has called on agencies to include a monetized estimate of anticipated greenhouse gas effects in their environmental impact statements,18 and multiple agencies have applied the social cost of carbon in their environmental impact statements, including the Office of Surface Mining Reclamation and Enforcement,19 the Bureau

13 High Country Conservation Advocates v. Forest Service, 52 F. Supp. 3d 1174, 1191 (D. Colo. 2014); accord. MEIC v. Office of Surface Mining, 15-106-M-DWM, at 40-46 (D. Mt., August 14, 2017) (holding it was arbitrary for the agency to quantify benefits in an EIS while failing to use the social cost of carbon to quantify costs, as well as arbitrary to imply there would be no effects from greenhouse gas emissions).


15 2012 FEIS, supra note 6, at table 2.3.2-2.


17 See CEQ, Revised Draft Guidance on Consideration of Greenhouse Gas Emissions and the Effects of Climate Change in National Environmental Policy Act Reviews at 16 (Dec. 2014), available at https://obamawhitehouse.archives.gov/sites/default/files/docs/nepa_revised_draft_ghg_guidance_searchable.pdf (“When an agency determines it appropriate to monetize costs and benefits, then, although developed specifically for regulatory impact analyses, the Federal social cost of carbon, which multiple Federal agencies have developed and used to assess the costs and benefits of alternatives in rulemakings, offers a harmonized, interagency metric that can provide decisionmakers and the public with some context for meaningful NEPA review. When using the Federal social cost of carbon, the agency should disclose the fact that these estimates vary over time, are associated with different discount rates and risks, and are intended to be updated as scientific and economic understanding improves.”); see also CEQ, Final Guidance for Federal Departments and Agencies on Consideration of Greenhouse Gas Emissions and the Effects of Climate Change in National Environmental Policy Act Reviews at 33 n.86 (Aug. 2016), available at https://obamawhitehouse.archives.gov/sites/whitehouse.gov/files/documents/nepa_final_ghg_guidance.pdf.


19 Available at http://www.wrcc.osmre.gov/initiatives/fourCorners/documents/FinalEIS/Section%204.2%20Climate%20Change.pdf; see also http://www.wrcc.osmre.gov/initiatives/fourCorners/documents/FinalEIS/Appendix%20A%20-%20Air%20Quality%20and%20Climate%20Change%20Information.pdf.
of Land Management,\textsuperscript{20} the National Highway Traffic Safety Administration,\textsuperscript{21} and the Forest Service.\textsuperscript{22} Clearly, there are no legal, conceptual, methodological, or practical barriers to applying the social cost of greenhouse gases in NEPA reviews, and principles of reasoned decisionmaking require its use where an agency has already quantified other costs and benefits.

**Economic Principles Support Monetizing Climate Effects to Fulfill NEPA’s Goals**

NEPA’s goals are to inform decisionmakers and the public by providing a “hard look” at the full range of environmental consequences of the government’s proposed action and any feasible alternatives.\textsuperscript{23} To inform decisionmakers and the public, NEPA reviews should aim to present information in the manner that most easily facilitates comparison across alternatives and that best avoids any information-processing biases that might distort rational decisionmaking. The economic literature supports monetizing climate effects to achieve these goals.

Monetization provides much-needed context for otherwise abstract consequences of climate change. If the NEPA review for an agency action merely quantifies greenhouse gas emissions by metric ton, or only qualitatively discusses the general effects of global climate change, decisionmakers and the public will tend to overly discount that individual action’s potential contribution. Without context, it is difficult for many decisionmakers and the public to assess the magnitude and climate consequences of, for example, an additional million tons of carbon dioxide. Monetization, on the other hand, allows decisionmakers and the public to weigh all costs and benefits of an action—and to compare alternatives—using the common metric of money. Monetizing climate costs, therefore, better informs the public and helps “brings those effects to bear on [the agency’s] decisions.”\textsuperscript{24}

The tendency to ignore non-monetized effects is the result of common but irrational mental heuristics like probability neglect and base-rate bias. For example, the phenomenon of probability neglect causes people to reduce small probabilities entirely down to zero, resulting in these probabilities playing no role in the decisionmaking process.\textsuperscript{25} This heuristic applies even to events with long-term certainty or with lower-probability but catastrophic consequences, so long as their effects are unlikely to manifest in the immediate future. Weighing the real risks that, decades or centuries from now, climate change will fundamentally and irreversibly disrupt the global economy, destabilize earth’s ecosystems, or compromise the planet’s ability to sustain human life is challenging; without a tool to contextualize such risks, it is far easier to ignore them. Monetization tools like the social cost of carbon and social cost of methane are designed to solve this problem: by translating long-term costs into present values, instantiating the harms of climate change, and giving due weight to the potential of lower-probability but catastrophic harms.


\textsuperscript{24} See Baltimore Gas & Elec. Co., 462 U.S. at 96.

Agencies and the public might also suffer from base-rate bias, which causes the undervaluation of information that is generally applicable across a range of scenarios. Agencies fall into this trap when their NEPA reviews provide generic narrative descriptions of climate change yet conclude that climate change is too global and general a problem to address in a project-specific environmental impact statement. This approach inappropriately forecloses the possibility of mitigating the effects of climate change.

Metrics like the social cost of carbon and social cost of methane allow and encourage agencies to identify such mitigation opportunities by monetizing the effects on climate change from the emission of as little as a single ton of greenhouse gases. In fact, these monetization tools were developed to assess the cost of actions with “marginal” impacts on cumulative global emissions, and so are well suited to projects or rules with even relatively small net changes in greenhouse gas emissions. The estimates are derived from three integrated assessment models, which translate emissions into changes in atmospheric greenhouse concentrations, atmospheric concentrations into changes in temperature, and changes in temperature into economic damages, which can then be adjusted according to a discount rate. The marginal cost is attained by first running the models using a baseline emissions trajectory, and then running the same models again with one additional unit of emissions. The difference in damages between the two runs is the marginal cost of one additional unit. The approach assumes that the marginal damages from increased emissions will remain constant for small emissions increases relative to gross global emissions. In other words, the monetization tools are in fact perfectly suited to measuring the marginal effects of project-level resource management decisions.

**Standards of Rationality Require Attention to and Consistent Treatment of Important Factors**

The Supreme Court defined the standard of rationality for agency actions under the Administrative Procedure Act as follows:

> Normally, an agency rule would be arbitrary and capricious if the agency has relied on factors which Congress has not intended it to consider, *entirely failed to consider an important aspect of the problem*, offered an explanation for its decision that runs counter to the evidence before the agency, or is so implausible that it could not be ascribed to a difference in view of the product of agency expertise.

Furthermore, the Court found that the standard requires agencies to “examine the relevant data and articulate . . . a rational connection between the facts found and the choice made.”

Two federal courts of appeals have already applied arbitrary and capricious review to require or approve of the use of the social cost of greenhouse gases in agency decisionmaking. In *Center for Biological Diversity v. National Highway Traffic Safety Administration*, the U.S. Court of Appeals for the Ninth Circuit ruled that, because the agency had monetized other uncertain costs and benefits of its vehicle fuel efficiency standard, its “decision not to monetize the benefit of carbon emissions reduction was arbitrary and capricious.” Specifically, it was arbitrary to “assign[ ] no value to the most significant

---


27 Motor Vehicle Manufacturers Assoc. v. State Farm Mutual Auto. Ins. Co., 463 U.S. 29, 41-43 (1983) (emphasis added); see also id. (“[W]e must ‘consider whether the decision was based on a consideration of the relevant factors and whether there has been a clear error of judgment.’”).

28 Id.

29 538 F.3d 1172, 1203 (9th Cir. 2008).
benefit of more stringent [vehicle fuel efficiency] standards: reduction in carbon emissions.” When an agency bases a rulemaking on cost-benefit analysis, it is arbitrary to “put a thumb on the scale by undervaluing the benefits and overvaluing the costs.” As that case concerned a previous NHTSA set of CAFE standards, it obviously has special relevance to these new CAFE proceedings.

More recently, in Zero Zone Inc. v. Department of Energy, the U.S. Court of Appeals for the Seventh Circuit found that “the expected reduction in environmental costs needs to be taken into account” for the Department of Energy “[t]o determine whether an energy conservation measure is appropriate under a cost-benefit analysis.” More specifically, in response to petitioners’ challenge that the agency’s consideration of the global social cost of carbon was arbitrary, the Seventh Circuit responded that the agency acted reasonably in monetizing the global climate effects.

Two federal district courts have also found the failure to use the social cost of carbon in NEPA analyses to be arbitrary and capricious. In High Country Conservation Advocates v. Forest Service, the U.S. District Court of Colorado found that it was “arbitrary and capricious to quantify the benefits of the lease modifications and then explain that a similar analysis of the costs was impossible when such an analysis was in fact possible”—specifically, by applying the “social cost of carbon protocol.” In Montana Environmental Information Center v. Office of Surface Mining, the U.S. District Court of Montana followed the lead set by High Country and likewise held an environmental assessment to be arbitrary and capricious because it quantified the benefits of action while failing to use the social cost of carbon to quantify the costs.

In short, agencies must monetize important greenhouse gas effects when their decisions are grounded in cost-benefit analysis.

New Executive Order Encourages Continued Monetization of the Social Cost of Greenhouse Gases

Executive Order 13,783 officially disbanded the Interagency Working Group on the Social Cost of Greenhouse Gases (IWG) and withdrew its technical support documents that underpinned their range of estimates. Nevertheless, Executive Order 13,783 assumes that federal agencies will continue to "monetize the value of changes in greenhouse gas emissions" and instructs agencies to ensure such

---

30 Id. at 1199.
31 Id. at 1198.
33 Id. at 44. See also Sierra Club v. FERC, No. 16-1329, 2017 WL 3597014, at *10 (D.C. Cir. Aug. 22, 2017) (requiring that, on remand, if FERC declines to use the social cost of carbon, the agency must explain and justify why not).
35 15-106-M-DWM, at 40-46, Aug. 14, 2017 (also holding that it was arbitrary to imply that there would be zero effects from greenhouse gas emissions).
36 Three cases from different courts have declined to find that specific failures to use the social cost of carbon in NEPA analyses rise to the level of arbitrary and capricious action, but the cases are all distinguishable by the scale of the action or by whether other effects were quantified and monetized in the analysis. See League of Wilderness Defenders v. Connaughton, No. 3:12-cv-02271-HZ (D. Ore., Dec. 9, 2014); EarthReports v. FERC, 15-1127, (D.C. Cir. July 15, 2016); WildEarth Guardians v. Zinke, 1:16-CV-00605-RJ, at 23-24, (D. N.M. Feb. 16, 2017). More recently the U.S. Court of Appeals for the District of Columbia Circuit confirmed that NEPA requires a rigorous analysis of climate effects and, in its remand to FERC, required the agency to explain and justify its position if it decides not to use the social cost of carbon. Sierra Club v. FERC, No. 16-1329, 2017 WL 3597014, at *10 (D.C. Cir. Aug. 22, 2017).
37 See generally Peter Howard & Jason Schwartz, Think Global: International Reciprocity as Justification for a Global Social Cost of Carbon, 42 Columbia J. Envtl. L. 203 (2017) for more on applying standards of rationality to the social cost of carbon.
estimates are “consistent with the guidance contained in OMB Circular A-4.” Consequently, while NHTSA and other federal agencies no longer have technical guidance directing them to exclusively rely on the IWG’s estimates to monetize climate effects, by no means does the new Executive Order imply that agencies should not monetize important effects in their regulatory analyses or environmental impact statements. In fact, Circular A-4 instructs agencies to monetize costs and benefits whenever feasible. The Executive Order does not prohibit agencies from relying on the same choice of models as the IWG, the same inputs and assumptions as the IWG, the same statistical methodologies as the IWG, or the same ultimate values as derived by the IWG. To the contrary, because the Executive Order requires consistency with Circular A-4, as agencies follow the Circular’s standards for using the best available data and methodologies, they will necessarily choose similar data, methodologies, and estimates as the IWG, since the IWG’s work continues to represent the best available estimates. The Executive Order does not preclude agencies from using the same range of estimates as developed by the IWG, so long as the agency explains that the data and methodology that produced those estimates are consistent with Circular A-4 and, more broadly, with standards for rational decisionmaking.

Similarly, as explained above, the Executive Order’s withdrawal of the CEQ guidance on greenhouse gases does not and cannot change agencies’ obligations to appropriately monetize climate effects in their EISs. The CEQ guidance had merely summarized and applied longstanding NEPA regulations and case law, all of which are still in effect today. Using the best currently available estimates of the social cost of greenhouse gases is still consistent with, and may be required by, NEPA.

As explained in the final section of these comments, the IWG’s estimates of the social cost of greenhouse gases are, in fact, already consistent with the Circular A-4 and represent the best existing estimates of the lower bound of the range for the social cost of greenhouse gases. Therefore, the IWG estimates or those of a similar or higher value should be used in regulatory analyses and environmental impact statements.

2. NHTSA Should Follow the Social Cost of Greenhouse Gas Protocol’s Treatment of Uncertainty

In its notice, NHTSA announces that it anticipates uncertainty in estimating the potential environmental impacts related to climate change. To account for this uncertainty, NHTSA plans to evaluate a range of potential global temperature changes that may result from changes in fuel and energy consumption and GHG emissions attributable to new CAFE standards. It is difficult to quantify how the specific impacts due to the potential temperature changes attributable to new CAFE standards may affect many aspects of the environment.

Fortunately for NHTSA, it is not actually so “difficult to quantify” how greenhouse gas emission changes from its CAFE standards will affect temperature and the global environment. As discussed throughout

---

38 Id. § 5(c).
39 OMB, Circular A-4 at 27 (2003) (“You should monetize quantitative estimates whenever possible.”).
40 Richard L. Revesz et al., Best Cost Estimate of Greenhouse Gases, 357 SCIENCE 6352 (2017) (explaining that, even after Trump’s Executive Order, the social cost of greenhouse gas estimate of around $50 per ton of carbon dioxide is still the best estimate).
41 See, e.g., Richard L. Revesz et al., Global Warming: Improve Economic Models of Climate Change, 508 NATURE 173 (2014) (explaining that current estimates omit key damage categories and, therefore, are very likely underestimates).
42 82 Fed. Reg. at 34,744.
these comments, a sophisticated protocol has already been developed by the IWG, which included the Department of Transportation as a participating agency.\textsuperscript{43} Irrespective of Executive Order 13,783, the approach developed and utilized by the IWG remains the best methodology, based on the best currently available scientific and economic data. In particular, the IWG modeled the uncertainty over the value of the equilibrium climate sensitivity parameter using the Roe and Baker distribution calibrated to the IPCC reports. Using well-established analytic tools to capture and reflect uncertainty, including a Monte Carlo simulation to randomly select the equilibrium climate sensitivity parameter and other uncertainty parameters selected by the model developers, the IWG quantitatively modeled the uncertainty underlying how greenhouse gas emissions affect temperature. Rather than guess about “a range of potential global temperature changes that may result,” NHTSA must undertake a quantitative assessment of uncertainty and can rely on the same models and methodologies as the IWG to connect each ton of greenhouse gases avoided or emitted as a result of the CAFE standards with the associated global climate effects.\textsuperscript{44}

To further deal with uncertainty, the IWG recommended to agencies a range of four estimates: three central or mean-average estimates at a 2.5%, 3%, and 5% discount rate respectively, and a 95\textsuperscript{th} percentile value at the 3% discount rate. While the IWG’s technical support documents disclosed fuller probabilities distributions, these four estimates were chosen by agencies to be the focus for decisionmaking. In particular, application of the 95\textsuperscript{th} percentile value was not part of an effort to show the probability distribution around the 3% discount rate; rather, the 95\textsuperscript{th} percentile value serves as a methodological shortcut to approximate the uncertainties around low-probability but high-damage, catastrophic, or irreversible outcomes that are currently omitted or undercounted in the economic models.

The shape of the distribution of climate risks and damages includes a long tail of lower-probability, high-damage, irreversible outcomes due to “tipping points” in planetary systems, inter-sectoral interactions, and other deep uncertainties. Climate damages are not normally distributed around a central estimate, but rather feature a significant right skew toward catastrophic outcomes. In fact, a 2015 survey of economic experts concludes that catastrophic outcomes are increasingly likely to occur.\textsuperscript{45} Because the three integrated assessment models that the IWG’s methodology relied on are unable to systematically account for these potential catastrophic outcomes, a 95\textsuperscript{th} percentile value was selected instead to account for such uncertainty. There are no similarly systematic biases pointing in the other direction which might warrant giving weight to a low-percentile estimate. Consequently, in any treatment of uncertainty, NHTSA should give sufficient attention to the long tail on the probability distribution that extends into high temperature ranges and catastrophic damages.

Additionally, the 95\textsuperscript{th} percentile value addresses the strong possibility of widespread risk aversion with respect to climate change. The integrated assessment models do not reflect that individuals likely have a higher willingness to pay to reduce low-probability, high-impact damages than they do to reduce the likelihood of higher-probability but lower impact damages with the same expected cost. Beyond


\textsuperscript{44} NHTSA may have used other methodologies for quantitative assessment of uncertainty in the past.

\textsuperscript{45} Policy Integrity, Expert Consensus on the Economics of Climate Change 2 (2015), available at http://policyintegrity.org/files/publications/ExpertConsensusReport.pdf [hereinafter Expert Consensus] (“Experts believe that there is greater than a 20% likelihood that this same climate scenario would lead to a ‘catastrophic’ economic impact (defined as a global GDP loss of 25% or more).”). See also Robert Pindyck, The Social Cost of Carbon Revisited (National Bureau of Economic Research, No. w22807, 2016).
individual members of society, governments also have reasons to exercise some degree of risk aversion to irreversible outcomes like climate change.

In short, the 95th percentile estimate attempts to capture risk aversion and uncertainties around lower-probability, high-damage, irreversible outcomes that are currently omitted or undercounted by the models. There is no need to balance out this estimate with a low-percentile value, because the reverse assumptions are not reasonable:

- There is no reason to believe the public or the government will be systematically risk seeking with respect to climate change.46
- The consequences of overestimating the risk of climate damages (i.e., spending more than we need to on mitigation and adaptation) are not nearly as irreversible as the consequences of underestimating the risk of climate damage (i.e., failing to prevent catastrophic outcomes).
- Though some uncertainties might point in the direction of lower social cost of greenhouse gas values, such as those related to the development of breakthrough adaptation technologies, the models already account for such uncertainties around adaptation; on balance, most uncertainties strongly point toward higher, not lower, social cost of greenhouse gas estimates.47
- There is no empirical basis for any “long tail” of potential benefits that would counteract the potential for extreme harm associated with climate change.

Moreover, even the best existing estimates of the social cost of greenhouse gases are likely underestimated because the models currently omit many significant categories of damages—such as depressed economic growth, pests, pathogens, erosion, air pollution, fire, dwindling energy supply, health costs, political conflict, and ocean acidification—and because of other methodological choices.48 There is little to no support among economic experts to give weight to any estimate lower than the 5% discount rate estimate.49 Rather, even a discount rate at 3% or below likely continues to underestimate the true social cost of greenhouse gases.

---

46 As a 2009 survey revealed, the vast majority of economic experts support the idea that “uncertainty associated with the environmental and economic effects of greenhouse gas emissions increases the value of emission controls, assuming some level of risk-aversion.” See Expert Consensus, supra note 45, at 3 (citing 2009 survey).

47 See Richard L. Revesz et al., Global Warming: Improve Economic Models of Climate Change, 508 Nature 173 (2014). R. Tol, The Social Cost of Carbon, 3 Annual Rev. Res. Econ. 419 (2011) (“[U]ndesirable surprises seem more likely than desirable surprises. Although it is relatively easy to imagine a disaster scenario for climate change—for example, involving massive sea level rise or monsoon failure that could even lead to mass migration and violent conflict—it is not at all easy to imagine that climate change will be a huge boost to human welfare.”).

48 See Revesz et al., Global Warming: Improve Economic Models of Climate Change, supra note 47; Peter Howard, Omitted Damages: What’s Missing from the Social Cost of Carbon (Cost of Carbon Project Report, 2014); Frances C. Moore & Delavane B. Diaz, Temperature Impacts on Economic Growth Warrant Stringent Mitigation Policy, 5 Nature Climate Change 127 (2015) (demonstrating SCC may be biased downward by more than a factor of six by failing to include the climate’s effect on economic growth).

49 The existing estimates based on the 5% discount rate already provides a lower-bound; indeed, if anything the 5% discount rate is already far too conservative as a lower-bound. A recent survey of 365 experts on the economics of climate change found that 90% of experts believe a 3% discount rate or lower is appropriate for climate change; a 5% discount rate falls on the extremely high end of what experts would recommend. Expert Consensus, supra note 45, at 21; see also Drupp, M.A., et al. Discounting Disentangled: An Expert Survey on the Determinants of the Long-Term Social Discount Rate (London School of Economics and Political Science Working Paper, May 2015) (finding consensus on social discount rates between 1-3%). Only 8%
The National Academies of Sciences did recommend that the IWG document its full treatment of uncertainty in an appendix and disclose low-probability as well as high-probability estimates of the social cost of greenhouse gases.\textsuperscript{50} However, that does not mean it would be appropriate for individual agencies to rely on low-percentile estimates to justify decisions. While disclosing low-percentile estimates as a sensitivity analysis may promote transparency, relying on such an estimate for decisionmaking—in the face of contrary guidance from the best available science and economics on uncertainty and risk—would not be a “credible, objective, realistic, and scientifically balanced” approach to uncertainty.

More generally, agencies should remember that uncertainty is not a reason to abandon the social cost of greenhouse gas methodologies; rather uncertainty supports higher estimates of the social cost of greenhouse gases, because most uncertainties regarding climate change entail tipping points, catastrophic risks, and unknown unknowns about the damages of climate change. Because the key uncertainties of climate change include the risk of irreversible catastrophes, applying an options value framework to the regulatory context strengthens the case for ambitious regulatory action to reduce greenhouse gas emissions. There are numerous well-established, rigorous analytical tools available to help agencies characterize and quantitatively assess uncertainty, such as Monte Carlo simulations, and the IWG’s social cost of greenhouse gas protocol incorporates those tools.

3. NHTSA Must Account for EPA Regulations in its No Action Baseline

Any analysis of regulatory impacts requires a baseline. NHTSA announces that its “no action” baseline to analyze alternative CAFE standards for Model Years 2022-2025 will “assume[ ]... that NHTSA would issue a rule that would continue the current CAFE standards for MY 2021 indefinitely.”\textsuperscript{51} This is an inappropriate approach to setting the baseline.

NHTSA has announced that, in addition to new standards for Model Years 2022-2025, the agency “may evaluate the MY 2021 standards it finalized in 2012 to ensure they remain ‘maximum feasible.’”\textsuperscript{52} Yet NHTSA fails to describe the baseline for such a re-evaluation. The current Model Year 2021 standards provide the appropriate baseline for any re-evaluation of those standards. However, in setting the baseline for Model Years 2022-2025, NHTSA has failed to account for EPA’s currently existing emissions standards for those model years.

\textit{Baseline for MY 2021}

In its forthcoming substantive rulemaking, NHTSA should not propose to lower the current fuel efficiency standards for Model Year 2021 vehicles. Those standards are fully supported by NHTSA’s own extensive record as well as by EPA’s record, although they are now more easily achievable than when NHTSA set them in 2012. If NHTSA were to review the Model Year 2021 standards, the standards should be increased, because the maximum achievable fuel efficiency for these vehicles now exceeds the current standards.

---

\textsuperscript{50} Nat’l Acad. Of Sci., \textit{Assessment of Approaches to Updating the Social Cost of Carbon} 49 (2016) (“[T]he IWG could identify a high percentile (e.g., 90th, 95th) and corresponding low percentile (e.g., 10th, 5th) of the SCC frequency distributions on each graph.”).

\textsuperscript{51} 82 Fed. Reg. at 34,742.

\textsuperscript{52} Id.
In case NHTSA increases the Model Year 2021 standards, it must use the current standards for that year as a baseline to analyze the effects of adopting more stringent standards. Because the current standards for 2021 are final and currently in effect, they represent the “no action” baseline for Model Year 2021 vehicles.

**Baseline for MY 2022-2025**

NHTSA proposes setting its “no action” baseline for analysis on the assumption that, if the agency does not act to develop new standards specific to the Model Years 2022-2025, it would most likely “continue the already existing and enforceable [MY 2021] standards indefinitely without further change.” However, selecting Model Year 2021 standards as the “no action” baseline ignores the other “already existing and enforceable standards”—namely, EPA’s greenhouse gas standards for passenger cars and light trucks for Model Years 2017-2025—as well as NHTSA’s prior selection of parallel “augural” fuel economy standards for this period. All alternatives must be compared against a “no action” baseline that accounts for these existing finalized and augural standards. Informed decisionmaking requires NHTSA to analyze and fully explain the effects that would be created by any deviation, in any model year, from the standards that are in existence.

It is also important that NHTSA’s EIS reflect the potential for change to EPA’s standards, given that EPA has announced its intention to reconsider the Final Determination of the Mid-term Evaluation of Greenhouse Gas Emission Standards for the Model Years 2022-2025. The EIS can reflect this potential by analyzing the climate and other environmental and health impacts of each alternative CAFE standard level proposed under two scenarios: (1) a scenario in which EPA’s standards remain in place and (2) a scenario in which NHTSA’s CAFE standards are the binding driver of fuel economy (that is, if EPA’s standards did not exist or were weaker than the NHTSA standards). By presenting this analysis, the EIS will avoid the potential for the public to not understand the important role that NHTSA’s standards could have if EPA were to change its standards.

4. **NHTSA Must Continue to Use Current Estimates of the Social Cost of Greenhouse Gases That Reflect the Best Available Data and Methodologies**

In 2016, the IWG published updated central estimates for the social cost of greenhouse gases: $50 per ton of carbon dioxide, $1440 per ton of methane, and $18,000 per ton of nitrous oxide (in 2017 dollars for year 2020 emissions). Agencies must continue to use estimates of a similar or higher value in their regulatory analyses and environmental impact statements. In particular, when estimating the social cost of greenhouse gases, agencies must use multiple peer-reviewed models, a global estimate of climate damages, and a 3% or lower discount rate for the central estimate. These methodological approaches are consistent with NEPA’s directive that agencies adopt a global perspective and consider the effects of their actions on future generations.

---

53 Id.
55 See OMB, Circular A-4 (2003) (requiring agencies to factor into their baseline other existing regulations, including
58 See, e.g., Richard L. Revesz et al., *Global Warming: Improve Economic Models of Climate Change*, 508 NATURE 173 (2014) (explaining that current estimates omit key damage categories and, therefore, are very likely underestimates).
Agencies Must Not Rely on a Single Model, but Must Use Multiple, Peer-Reviewed Models

NEPA requires “scientific accuracy” in environmental impact statements, and agencies must “insure the professional integrity, including scientific integrity, of the discussions and analyses.”59 As the U.S. Court of Appeals for the Tenth Circuit has explained, NEPA requires agencies to use “the best available scientific information.”60 OMB’s Circular A-4 provides helpful guidance on the standards for accuracy in monetizing costs and benefits. Circular A-4 requires agencies to use “the best reasonably obtainable scientific, technical, and economic information available. To achieve this, you should rely on peer-reviewed literature, where available.”61

Since the IWG first issued the federal social cost of carbon protocol in 2010, this methodology has relied on the three most cited, most peer-reviewed integrated assessment models (IAMs). These three IAMs—called DICE (the Dynamic Integrated Model of Climate and the Economy62), FUND (the Climate Framework for Uncertainty, Negotiation, and Distribution63), and PAGE (Policy Analysis of the Greenhouse Effect64)—draw on the best available scientific and economic data to link physical impacts to the economic damages of each marginal ton of greenhouse gas emissions. As noted previously, each model translates emissions into changes in atmospheric greenhouse gas concentrations, atmospheric concentrations into temperature changes, and temperature changes into economic damages, which can then be adjusted according to a discount rate. These three models have been combined with inputs derived from peer-reviewed literature on climate sensitivity, socio-economic and emissions trajectories, and discount rates. The results of the three models have been given equal weight in federal agencies’ estimates and have been run through statistical techniques like Monte Carlo analysis to account for uncertainty.

In a 2017 report, the National Academies of Sciences (NAS) recommended future improvements to this methodology. Specifically, over the next five years the NAS recommends unbundling the four essential steps in the IAMs into four separate “modules”: a socio-economic and emissions scenario module, a climate change module, an economic damage module, and a discount rate module.65 Unbundling these four steps into separate modules could allow for easier, more transparent updates to each individual component in order to better reflect the best available science and capture the full range of uncertainty in the literature. These four modules could be built from scratch or drawn from the existing IAMs. Either way, the integrated modular framework envisioned by NAS for the future will require significant time and resource commitments from federal agencies.

In the meantime, the NAS has supported the continued near-term use of the existing social cost of greenhouse gas estimates based on the DICE, FUND, and PAGE models, as used by federal agencies to date.66 In short, DICE, FUND, and PAGE continue to represent the state-of-the-art models. The

60 Custer Cty. Action Ass’n v. Garvey, 256 F.3d 1024, 1034 (10th Cir. 2001).
61 OMB, Circular A-4, at 17.
66 Specifically, NAS concluded that a near-term update was not necessary or appropriate and the current estimates should continue to be used while future improvements are developed over time. Nat’l Acad. Sci., Eng. & Medicine, Assessment of
Government Accountability Office found in 2014 that the estimates derived from these models and used by federal agencies are consensus-based, rely on peer-reviewed academic literature, disclose relevant limitations, and are designed to incorporate new information via public comments and updated research. In fact, the social cost of greenhouse gas estimates used in federal regulatory proposals and EISs have been subject to over 80 distinct public comment periods. The economics literature confirms that estimates based on these three IAMs remain the best available estimates. In 2016, the U.S. Court of Appeals for the Seventh Circuit held the estimates used to date by agencies are reasonable. Just last month, the District of Montana rejected an agency’s Environmental Assessment for failure to incorporate the federal social cost of carbon estimates into its cost-benefit analysis of a proposed mine expansion.

Regardless of Executive Order 13,783’s withdrawal of the guidance requiring federal agencies to rely on IWG’s technical support documents to estimate the social cost of greenhouse gases, IWG’s choice of DICE, FUND, and PAGE, its use of inputs and assumptions, and its statistical analysis still represent the state-of-the-art approach based on the best available, peer-reviewed literature. This approach satisfies both NEPA’s and Circular A-4’s requirements for information quality and transparency. Therefore, in complying with the Executive Order’s instructions to ensure that social cost of greenhouse gas estimates are consistent with Circular A-4, agencies will necessarily have to rely on models like DICE, FUND, and PAGE, to use the same or similar inputs and assumptions as the IWG, and to apply statistical analyses like Monte Carlo.

The unavoidable fact is that DICE, FUND, and PAGE are still the dominant, most peer-reviewed models, and most estimates in the literature continue to rely on those models. Each of these models has been developed over decades of research, and has been subject to rigorous peer review, documented in the published literature. While other models exist, they lack DICE’s, FUND’s, and PAGE’s long history of peer review or exhibit other limitations. For example, the World Bank has created ENVISAGE, which models a more detailed breakdown of market sectors, but unfortunately does not account for non-market impacts and so would omit a large portion of significant climate effects. Models like ENVISAGE are therefore not currently appropriate choices under the criteria of Circular A-4.


68 Howard & Schwartz, supra note 36, at Appendix A.
70 Zero Zone, 832 F.3d at 678-79 (7th Cir. 2016) (finding that the agency “acted reasonably” in using global estimates of the social cost of carbon, and that the estimates chosen were not arbitrary or capricious).
75 Similarly, Intertemporal Computable Equilibrium System (ICES) does not account for non-market impacts. See https://www.cmcc.it/models/ices-intertemporal-computable-equilibrium-system. Other models include CRED, which is worthy
An approach based on multiple, peer-reviewed models (like DICE, FUND, and PAGE) is more rigorous and more consistent with Circular A-4 than reliance on a single model or estimate. DICE, FUND, and PAGE each include many of the most significant climate effects, use appropriate discount rates and other assumptions, address uncertainty, are based on peer-reviewed data, and are transparent. However, each IAM also has its own limitations and is sensitive to its own assumptions. No model fully captures all the significant climate effects. By giving weight to multiple models—as the IWG did—agencies can balance out some of these limitations and produce more robust estimates.

Finally, while agencies should be careful not to cherry-pick a single estimate from the literature, it is noteworthy that various estimates in the literature are consistent with the numbers derived from a weighted average of DICE, FUND, and PAGE—namely, with a central estimate of about $40 per ton of carbon dioxide, and a high-percentile estimate of about $120, for year 2015 emissions (in 2016 dollars, at a 3% discount rate). The latest central estimate from DICE’s developers is $87 (at a 3% discount rate); from FUND’s developers, $12; and from PAGE’s developers, $123, with a high-percentile estimate of $332.

In fact, much of the literature suggests that a central estimate of $40 per ton is a very conservative underestimate. A 2013 meta-analysis of the broader literature found a mean estimate of $59 per ton of carbon dioxide, and a soon-to-be-published update by the same author finds a mean estimate of $108 (at a 1% discount rate). A 2015 meta-analysis—which sought out estimates besides just those based on DICE, FUND, and PAGE—found a mean estimate of $83 per ton of carbon dioxide. Various studies relying on expert elicitation from a large body of climate economists and scientists have found mean estimates of $50 per ton of carbon dioxide, $96-$144 per ton of carbon dioxide, and $80-$100 per ton of carbon dioxide. There is a growing consensus in the literature that even the best existing


While sensitivity analysis can address parametric uncertainty within a model, using multiple models helps address structural uncertainty.


Circular A-4, at 41, supports use of expert elicitation as a valuable tool to fill gaps in knowledge.

Scott Holladay & Jason Schwartz, Economists and Climate Change 43 (Inst. Policy Integrity Brief, 2009 (directly surveying experts about the SCC).


R. Pindyck, The Social Cost of Carbon Revisited (Nat’l Bureau of Econ. Res. No. w22807, 2016) ($80-$100 is the trimmed range of estimates at a 4% discount rate; without trimming of outlier responses, the estimate is $200).
estimates of the social cost of greenhouse gases may severely underestimate the true marginal cost of climate damages. Overall, a central estimate of $40 per ton of carbon dioxide at a 3% discount rate, with a high-percentile estimate of about $120 for year 2015 emissions, is consistent with the best available literature; if anything, the best available literature supports considerably higher estimates.

Similarly, a comparison of international estimates of the social cost of greenhouse gases suggests that a central estimate of $40 per ton of carbon dioxide is a very conservative value. Sweden places the long-term valuation of carbon dioxide at $168 per ton; Germany calculates a “climate cost” of $167 per ton of carbon dioxide in the year 2030; the United Kingdom’s “shadow price of carbon” has a central value of $115 by 2030; Norway’s social cost of carbon is valued at $104 per ton for year 2030 emissions; and various corporations have adopted internal shadow prices as high as $80 per ton of carbon dioxide.

A Global Estimate of Climate Damages Is Required by NEPA

NEPA contains a provision on “International and National Coordination of Efforts” that broadly requires that “all agencies of the Federal Government shall . . . recognize the worldwide and long-range character of environmental problems.” Using a global social cost of greenhouse gases to analyze and set policy fulfills these instructions. Furthermore, the Act requires agencies to, “where consistent with the foreign policy of the United States, lend appropriate support to initiatives, resolutions, and programs designed to maximize international cooperation in anticipating and preventing a decline in the quality of mankind’s world environment.” By continuing to use the global social cost of greenhouse gases to spur reciprocal foreign actions, federal agencies “lend appropriate support” to the NEPA’s goal of “maximize[ing] international cooperation” to protect “mankind’s world environment.” Furthermore, not only is it consistent with Circular A-4 and best economic practices to estimate the global damages of U.S. greenhouse gas emissions in regulatory analyses and environmental impact statements, but no existing
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89 E.g., Howard & Sylvan, supra note 87; Pindyck, supra note 88. The underestimation results from a variety of factors, including omitted and outdated climate impacts (including ignoring impacts to economic growth and tipping points), simplified utility functions (including ignoring relative prices), and applying constant instead of a declining discount rate. See Howard, supra note 77; Revesz et al., supra note 696; J.C. Van Den Bergh & W.J. Botzen, A Lower Bound to the Social Cost of CO2 Emissions, 4 Nature Climate Change 253 (2014) (proposing $125 per metric ton of carbon dioxide in 1995 dollars, or about $200 in today’s dollars, as the lower bound estimate). See also F.C. Moore & D.B. Diaz, Temperature Impacts on Economic Growth Warrant Stringent Mitigation Policy, 5 Nature Climate Change 127 (2015) (concluding the SCC may be six times higher after accounting for potential growth impacts of climate change). Accounting for both potential impacts of climate change on economic growth and other omitted impacts, S. Dietz and N. Stern find a two- to seven-fold increase in the SCC. Endogenous growth, convexity of damage and climate risk: how Nordhaus’ framework supports deep cuts in carbon emissions. 125 The Economic Journal 574 (2015).

90 Note that the various estimates cited in the paragraph have not all been converted to standard 2017$. May not all reflect the same year emissions. Nevertheless, the magnitude of this range suggests that $40 per ton of year 2015 emissions is a conservative estimate.

91 See Howard & Schwartz, supra note 36, at Appendix B. All these estimates are in 2016$.


methodology for estimating a “domestic-only” value is reliable, complete, or consistent with Circular A-4.

From 2010 through 2016, federal agencies based their regulatory decision and NEPA reviews on global estimates of the social cost of greenhouse gases. Though agencies often also disclosed a “highly speculative” range that tried to capture exclusively U.S. climate costs, emphasis on a global value was recognized as more accurate given the science and economics of climate change, as more consistent with best economic practices, and as crucial to advancing U.S. strategic goals.94

Opponents of climate regulation challenged the global number in court and other forums, and often attempted to use Circular A-4 as support.95 Specifically, opponents have seized on Circular A-4’s instructions to “focus” on effects to “citizens and residents of the United States,” while any significant effects occurring “beyond the borders of the United States . . . should be reported separately.”96 Importantly, despite this language and such challenges, the U.S. Court of Appeals for the Seventh Circuit had no trouble concluding that a global focus for the social cost of greenhouse gases was reasonable:

AHRI and Zero Zone [the industry petitioners] next contend that DOE [the Department of Energy] arbitrarily considered the global benefits to the environment but only considered the national costs. They emphasize that the [statute] only concerns “national energy and water conservation.” In the New Standards Rule, DOE did not let this submission go unanswered. It explained that climate change “involves a global externality,” meaning that carbon released in the United States affects the climate of the entire world. According to DOE, national energy conservation has global effects, and, therefore, those global effects are an appropriate consideration when looking at a national policy. Further, AHRI and Zero Zone point to no global costs that should have been considered alongside these benefits. Therefore, DOE acted reasonably when it compared global benefits to national costs.97

Circular A-4’s reference to effects “beyond the borders” confirms that it is appropriate for agencies to consider the global effects of U.S. greenhouse gas emissions. While Circular A-4 may suggest that most typical decisions should focus on U.S. effects, the Circular cautions agencies that special cases call for different emphases:

[Y]ou cannot conduct a good regulatory analysis according to a formula. Conducting high-quality analysis requires competent professional judgment. Different regulations may call for different emphases in the analysis, depending on the nature and complexity of the regulatory issues and the sensitivity of the benefit and cost estimates to the key assumptions.98

In fact, Circular A-4 elsewhere assumes that agencies’ analyses will not always be conducted from purely the perspective of the United States, as one of its instructions only applies “as long as the analysis is conducted from the United States perspective,”99 suggesting that in some circumstances it is

94 See generally Howard & Schwartz, supra note 36.
96 Circular A-4 at 15. Note that A-4 slightly conflates “accru to citizens” with “borders of the United States”: U.S. citizens have financial and other interests tied to effects beyond the borders of the United States, as discussed further below.
98 Circular A-4 at 3.
99 Id. at 38 (counting international transfers as costs and benefits “as long as the analysis is conducted from the United States perspective”).
appropriate for the analysis to be global. For example, EPA and DOT have adopted a global perspective on the analysis of potential monopsony benefits to U.S. consumers resulting from the reduced price of foreign oil imports following energy efficiency increases, and EPA assesses the global potential for leakage of greenhouse gas emissions owing to U.S. regulation.100

Perhaps more than any other issue, the nature of the issue of climate change requires precisely such a “different emphasis” from the default domestic-only assumption. To avoid a global “tragedy of the commons” that could irreparably damage all countries, including the United States, every nation should ideally set policy according to the global social cost of greenhouse gases.101 Climate and clean air are global common resources, meaning they are freely available to all countries, but any one country’s use—i.e., pollution—imposes harms on the polluting country as well as the rest of the world. Because greenhouse pollution does not stay within geographic borders but rather mixes in the atmosphere and affects climate worldwide, each ton emitted by the United States not only creates domestic harms, but also imposes large externalities on the rest of the world. Conversely, each ton of greenhouse gases abated in another country benefits the United States along with the rest of the world.

If all countries set their greenhouse emission levels based on only domestic costs and benefits, ignoring the large global externalities, the aggregate result would be substantially sub-optimal climate protections and significantly increased risks of severe harms to all nations, including the United States. Thus, basic economic principles demonstrate that the United States stands to benefit greatly if all countries apply global social cost of greenhouse gas values in their regulatory decisions and project reviews. Indeed, the United States stands to gain hundreds of billions or even trillions of dollars in direct benefits from efficient action on climate change.102

In order to ensure that other nations continue to use global social cost of greenhouse gas values, it is important that the United States itself continue to do so.103 The United States is engaged in a repeated strategic dynamic with several significant players—including the United Kingdom, Germany, Sweden, and others—that have already adopted a global framework for valuing the social cost of greenhouse gases.104 For example, Canada and Mexico have explicitly borrowed the U.S. estimates of a global social cost of carbon to set their own fuel efficiency standards.105 For the United States to now depart from this collaborative dynamic by reverting to a domestic-only estimate would undermine the country’s long-term interests and could jeopardize emissions reductions underway in other countries, which are already benefiting the United States.

For these and other reasons, federal agencies have, since 2009, properly relied on global estimates of the social cost of greenhouse gases to justify their decisions. At the same time, some agencies have, in addition to the global estimate, also disclosed a “highly speculative” estimate of the domestic-only
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100 See Howard & Schwartz, supra note 36, at 268-69.
101 See Garrett Hardin, The Tragedy of the Commons, 162 Science 1243 (1968) (“[E]ach pursuing [only its] own best interest . . . in a commons brings ruin to all.”).
104 See Howard & Schwartz, supra note 36, at Appendix B.
effects of climate change. In particular, the Department of Energy always includes a chapter on a domestic-only value of carbon emissions in the economic analyses supporting its energy efficiency standards; EPA has also often disclosed similar estimates. Such an approach is consistent with Circular A-4’s suggestion that agencies should usually disclose domestic effects separately from global effects. However, as we have discussed, reliance on a domestic-only methodology would be inconsistent with both the inherent nature of climate change and the standards of Circular A-4. Consequently, it is appropriate under Circular A-4 for agencies to continue to rely on global estimates of the social cost of greenhouses to justify their regulatory decisions or their choice of alternatives under NEPA.

Moreover, no current methodology can accurately estimate a “domestic-only” value of the social cost of greenhouse gases. OMB, the National Academies of Sciences, and the economic literature all agree that existing methodologies for calculating a “domestic-only” value of the social cost of greenhouse gases are deeply flawed and result in severe and misleading underestimates. In developing the social cost of carbon, the IWG did offer some such domestic estimates. Using the results of one economic model (FUND) as well as the U.S. share of global gross domestic product (“GDP”), the group generated an “approximate, provisional, and highly speculative” range of 7–23% of the global social cost of carbon as an estimate of the purely direct climate effects to the United States. Yet, as the IWG itself acknowledged, this range is almost certainly an underestimate because it ignores significant, indirect costs to trade, human health, and security that are likely to “spill over” into the United States as other regions experience climate change damages, among other effects.

Neither the existing IAMs nor a share of global GDP are appropriate bases for calculating a domestic-only estimate. The IAMs were never designed to calculate a domestic SCC, since a global SCC is the economic efficient value. FUND, like other IAMs, includes some simplifying assumptions: of relevance, FUND and the other IAMs are not able to capture the adverse effects that the impacts of climate change in other countries will have on the United States through trade linkages, national security, migration, and other forces. This is why the IWG characterized the domestic-only estimate from FUND as a “highly speculative” underestimate. Similarly, a domestic-only estimate based on some rigid conception of geographic borders or U.S. share of world GDP will fail to capture all the climate-related costs and benefits that matter to U.S. citizens. U.S. citizens have economic and other interests abroad that are not fully reflected in the U.S. share of global GDP. GDP is a “monetary value of final goods and services—that is, those that are bought by the final user—produced in a country in a given period of time.” GDP therefore does not reflect significant U.S. ownership interests in foreign businesses, properties, and other assets, as well as consumption abroad including tourism, or even the 8 million

107 INTERAGENCY WORKING GROUP ON SOCIAL COST OF CARBON, TECHNICAL SUPPORT DOCUMENT: SOCIAL COST OF CARBON FOR REGULATORY IMPACT ANALYSIS UNDER EXECUTIVE ORDER 12,866 at 11 (2010).
108 Id. (explaining that the IAMs, like FUND, do “not account for how damages in other regions could affect the United States (e.g., global migration, economic and political destabilization”).
110 A domestic-only SCC would fail to “provide to the public and to OMB a careful and transparent analysis of the anticipated consequences of economically significant regulatory actions.” Office of Information and Regulatory Affairs, Regulatory Impact Analysis: A Primer 2 (2011).
112 “U.S. residents spend millions each year on foreign travel, including travel to places that are at substantial risk from climate change, such as European cities like Venice and tropical destinations like the Caribbean islands.” David A. Dana, Valuing
Americans living abroad. At the same time, GDP is also over-inclusive, counting productive operations in the United States that are owned by foreigners. Gross National Income (“GNI”), by contrast, defines its scope not by location but by ownership interests. However, not only has GNI fallen out of favor as a metric used in international economic policy, but using a domestic-only SCC based on GNI would make the SCC metrics incommensurable with other costs in regulatory impact analyses, since most regulatory costs are calculated by U.S. agencies regardless of whether they fall to U.S.-owned entities or to foreign-owned entities operating in the United States. Furthermore, both GDP and GNI are dependent on what happens in other countries, due to trade and the international flow of capital. The artificial constraints of both metrics counsel against a rigid split based on either U.S. GDP or U.S. GNI.

Of course, there already are and will continue to be significant, quantifiable, localized effects of climate change. For example, a peer-reviewed EPA report, Climate Change in the United States: Benefits of Global Action, found that by the end of the century, the U.S. economy could face damages of $110 billion annually in lost labor productivity alone due to extreme temperatures, plus $11 billion annually in agricultural damages, $180 billion in losses to key economic sectors due to water shortages, and $5 trillion in damages U.S. coastal property. But the existence of those examples of quantifiable estimates of localized damages does not mean that the current IAMs are able to extrapolate a U.S.-only number that accurately reflects total domestic damages—especially since, as already explained, the IAMs do not reflect spill overs.

As a result, in 2015, OMB concluded, along with several other agencies, that “good methodologies for estimating domestic damages do not currently exist.” Similarly, the NAS recently concluded that current IAMs cannot accurately estimate the domestic social cost of greenhouse gases, and that estimates based on U.S. share of global GDP would be likewise insufficient. William Nordhaus, the developer of the DICE model, cautioned earlier this year that “regional damage estimates are both incomplete and poorly understood,” and “there is little agreement on the distribution of the SCC by region.” In short, any domestic-only estimate will be inaccurate, misleading, and out of step with the best available economic literature, in violation of Circular A-4’s standards for information quality.
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113 Assoc. of Americans Resident Overseas, https://www.aaro.org/about-aaro/6m-americans-abroad. Admittedly 8 million is only 0.1% of the total population living outside the United States.
115 Id.
117 Advanced Notice of Proposed Rulemaking on Regulating Greenhouse Gas Emissions Under the Clean Air Act, 73 Fed. Reg. 44,354, 44,415 (July 30, 2008) (“Furthermore, international effects of climate change may also affect domestic benefits directly and indirectly to the extent U.S. citizens value international impacts (e.g., for tourism reasons, concerns for the existence of ecosystems, and/or concern for others); U.S. international interests are affected (e.g., risks to U.S. national security, or the U.S. economy from potential disruptions in other nations).”).
120 NAS Second Report, supra note 65, at 53.

**Reliance on a 3% or Lower Discount Rate for Intergenerational Effects—or a Declining Discount Rate—is Consistent with NEPA’s Required Treatment of Future Generations**

Because of the long lifespan of greenhouse gases and the long-term or irreversible consequences of climate change, the effects of today’s emissions changes will stretch out over the next several centuries. The time horizon for an agency’s analysis of climate effects, as well as the discount rate applied to future costs and benefits, determines how an agency treats future generations. Current central estimates of the social cost of greenhouse gases are based on a 3% discount rate and a 300-year time horizon. Executive Order 13,783 instructs agencies to reconsider the “appropriate discount rates” when monetizing the value of climate effects.\(^{123}\) By citing the official guidance on typical regulatory impact analyses (namely, Circular A-4), the Order implicitly called into question the IWG’s choice not to use a 7% discount rate. However, use of a 7% discount would not only be inconsistent with best economic practices but would violate NEPA’s required consideration of impacts on future generations.

NEPA requires agencies to weigh the “relationship between local short-term uses of man’s environment and the maintenance and enhancement of long-term productivity,” as well as “any irreversible and irretrievable commitments of resources.”\(^{124}\) That requirement is prefaced with a congressional declaration of policy that explicitly references the needs of future generations:

> The Congress, recognizing the profound impact of man’s activity on the interrelations of all components of the natural environment . . . declares that it is the continuing policy of the Federal Government . . . to use all practicable means and measures . . . to create and maintain conditions under which man and nature can exist in productive harmony, and fulfill the social, economic, and other requirements of present and future generations of Americans.\(^{125}\)

When the Congressional Conference Committee adopted that language, it reported that the first “broad national goal” under the statute is to “fulfill the responsibilities of each generation as trustee of the environment for future generations. It is recognized in this [congressional] statement [of policy] that each generation has a responsibility to improve, enhance, and maintain the quality of the environment *to the greatest extent possible for the continued benefit of future generations*.\(^{126}\)

Because applying a 7% discount rate to the social cost of greenhouse gases could drop the valuation essentially to $0, use of such a rate effectively ignores the needs of future generations. Doing so would arbitrarily fail to consider an important statutory factor that Congress wrote into the NEPA requirements.

Moreover, a 7% discount rate is inconsistent with best economic practices, including under Circular A-4. In 2015, OMB explained that “Circular A-4 is a *living document*. . . . [T]he use of 7 percent is not considered appropriate for intergenerational discounting. There is wide support for this view in the

---


\(^{123}\) Executive Order 13,783 § 5(c).

\(^{124}\) 42 U.S.C. § 4332(2)(C).

\(^{125}\) 42 U.S.C.A. § 4331.

\(^{126}\) See 115 Cong. Rec. 40419 (1969); see also same in Senate Report 91-296 (1969).
academic literature, and it is recognized in Circular A-4 itself.” While Circular A-4 tells agencies generally to use a 7% discount rate in addition to lower rates for typical rules, the guidance does not intend for default assumptions to produce analyses inconsistent with best economic practices. Circular A-4 clearly supports using lower rates to the exclusion of a 7% rate for the costs and benefits occurring over the extremely long, 300-year time horizon of climate effects.

Circular A-4 clearly requires agency analysts to do more than rigidly apply default assumptions: “You cannot conduct a good regulatory analysis according to a formula. Conducting high-quality analysis requires competent professional judgment.” As such, analysis must be “based on the best reasonably obtainable scientific, technical, and economic information available,” and agencies must “use sound and defensible values or procedures to monetize benefits and costs, and ensure that key analytical assumptions are defensible.” Rather than assume a 7% discount rate should be applied automatically to every analysis, Circular A-4 requires agencies to justify the choice of discount rates for each analysis: “[S]tate in your report what assumptions were used, such as . . . the discount rates applied to future benefits and costs,” and explain “clearly how you arrived at your estimates.” Based on Circular A-4’s criteria, there are numerous reasons why applying a 7% discount rate to climate effects that occur over a 300-year time horizon would be unjustifiable.

First, basing the discount rate on the consumption rate of interest is the correct framework for analysis of climate effects; a discount rate based on the private return to capital is inappropriate. Circular A-4 does suggest that 7% should be a “default position” that reflects regulations that primarily displace capital investments; however, the Circular explains that “[w]hen regulation primarily and directly affects private consumption . . . a lower discount rate is appropriate.” The 7% discount rate is based on a private sector rate of return on capital, but private market participants typically have short time horizons. By contrast, climate change concerns the public well-being broadly. Rather than evaluating an optimal outcome from the narrow perspective of investors alone, economic theory requires analysts to make the optimal choices based on societal preferences and social discount rates. Moreover, because climate change is expected to largely affect large-scale consumption, as opposed to capital investment, a 7% rate is inappropriate.
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127 OMB 2015 Response to Comments, supra note 119, at 36.
128 Circular A-4 at 36 (“For regulatory analysis, you should provide estimates of net benefits using both 3 percent and 7 percent....If your rule will have important intergenerational benefits or costs you might consider a further sensitivity analysis using a lower but positive discount rate in addition to calculating net benefits using discount rates of 3 and 7 percent.”).
129 Id. at 3.
130 Id. at 17.
131 Id. at 27.
132 Id. at 3.
133 Id. at 33.
134 “There are two rationales for discounting future benefits—one based on consumption and the other on investment. The consumption rate of discount reflects the rate at which society is willing to trade consumption in the future for consumption today. Basically, we discount the consumption of future generations because we assume future generations will be wealthier than we are and that the utility people receive from consumption declines as their level of consumption increases. . . . The investment approach says that, as long as the rate of return to investment is positive, we need to invest less than a dollar today to obtain a dollar of benefits in the future. Under the investment approach, the discount rate is the rate of return on investment. If there were no distortions or inefficiencies in markets, the consumption rate of discount would equal the rate of return on investment. There are, however, many reasons why the two may differ. As a result, using a consumption rather than investment approach will often lead to very different discount rates.” Maureen Cropper, How Should Benefits and Costs Be Discounted in an Intergenerational Context?, 183 RESOURCES 30, 33.
In 2013, OMB called for public comments on the social cost of greenhouse gases. In its 2015 Response to Comment document, OMB (together with the other agencies from the IWG) explained that

the consumption rate of interest is the correct concept to use . . . as the impacts of climate change are measured in consumption-equivalent units in the three IAMs used to estimate the SCC. This is consistent with OMB guidance in Circular A-4, which states that when a regulation is expected to primarily affect private consumption—for instance, via higher prices for goods and services—it is appropriate to use the consumption rate of interest to reflect how private individuals trade-off current and future consumption.

The Council of Economic Advisers similarly interprets Circular A-4 as requiring agencies to choose the appropriate discount rate based on the nature of the regulation: “[I]n Circular A-4 by the Office of Management and Budget (OMB) the appropriate discount rate to use in evaluating the net costs or benefits of a regulation depends on whether the regulation primarily and directly affects private consumption or private capital.” The NAS also explained that a consumption rate of interest is the appropriate basis for a discount rate for climate effects. For this reason, 7% is an inappropriate choice of discount rate for the impacts of climate change.

Second, uncertainty over the long time horizon of climate effects should drive analysts to select a lower discount rate. As an example of when a 7% discount rate is appropriate, Circular A-4 identifies an EPA rule with a 30-year timeframe of costs and benefits. By contrast, greenhouse gas emissions generate effects stretching out across 300 years. As Circular A-4 notes, while “[p]rivate market rates provide a reliable reference for determining how society values time within a generation, but for extremely long time periods no comparable private rates exist.”

Circular A-4 discusses how uncertainty over long time horizons drives the discount rate lower: “the longer the horizon for the analysis, the greater the uncertainty about the appropriate value of the discount rate,” which supports a lower rate. Circular A-4 cites the work of renowned economist Martin Weitzman and concludes that the “certainty-equivalent discount factor corresponds to the
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135 Note that this document was not withdrawn by Executive Order 13,783.
136 OMB 2015 Response to Comments, supra note 119, at 22.
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139 Circular A-4 at 34. See also OMB 2015 Response to Comments, supra note 119, at 21 ("While most regulatory impact analysis is conducted over a time frame in the range of 20 to 50 years").
140 Circular A-4 at 36.
141 Id.
minimum discount rate having any substantial positive probability.”142 The NAS makes the same point about discount rates and uncertainty.143

Third, a 7% percent discount rate would be inappropriate for climate change because it is based on outdated data and diverges from the current economic consensus. Circular A-4 requires that assumptions—including discount rate choices—are “based on the best reasonably obtainable scientific, technical, and economic information available.”144 Yet Circular A-4’s own default assumption of a 7% discount rate was published 14 years ago and was based on data from decades ago.145 Circular A-4’s guidance on discount rates is in need of an update, as the Council of Economic Advisers detailed earlier this year after reviewing the best available economic data and theory:

The discount rate guidance for Federal policies and projects was last revised in 2003. Since then a general reduction in interest rates along with a reduction in the forecast of long-run interest rates, warrants serious consideration for a reduction in the discount rates used for benefit-cost analysis.146

In addition to recommending a value below 7% as the discount factor based on private capital returns, the Council of Economic Advisers further explains that, because long-term interest rates have fallen, a discount rate based on the consumption rate of interest “should be at most 2 percent,”147 which further confirms that applying a 7% rate to a context like climate change would be wildly out of step with the latest data and theory. Similarly, recent expert elicitations—a technique supported by Circular A-4 for filling in gaps in knowledge148—indicate that a growing consensus among experts in climate economics for a discount rate between 2% and 3%; 5% represents the upper range of values recommended by experts, and few to no experts support discount rates greater than 5% being applied to the costs and benefits of climate change.149 Based on current economic data and theory, the most appropriate discount rate for climate change is 3% or lower.
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142 Id.; see also CEA, supra note 137, at 9: “Weitzman (1998, 2001) showed theoretically and Newell and Pizer (2003) and Groom et al. (2007) confirm empirically that discount rate uncertainty can have a large effect on net present values. A main result from these studies is that if there is a persistent element to the uncertainty in the discount rate (e.g., the rate follows a random walk), then it will result in an effective (or certainty-equivalent) discount rate that declines over time. Consequently, lower discount rates tend to dominate over the very long term, regardless of whether the estimated investment effects are predominantly measured in private capital or consumption terms (see Weitzman 1998, 2001; Newell and Pizer 2003; Groom et al. 2005, 2007; Gollier 2008; Summers and Zeckhauser 2008; and Gollier and Weitzman 2010).”

143 NAS Second Report, supra note 65, at 27.

144 CEQ regulations implementing NEPA similarly require that information in NEPA documents be “of high quality” and states that “[a]ccurate scientific analysis . . . is essential to implementing NEPA.” 40 C.F.R. § 1500.1(b).

145 The 7% rate was based on a 1992 report; the 3% rate was based on data from the thirty years preceding the publication of Circular A-4 in 2003. Circular A-4 at 33.
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Fourth, Circular A-4 requires more of analysts than giving all possible assumptions and scenarios equal attention in a sensitivity analysis; if alternate assumptions would fundamentally change the decision, Circular A-4 requires analysts to select the **most appropriate assumptions from the sensitivity analysis**.

Circular A-4 indicates that significant intergenerational effects will warrant a special sensitivity analysis focused on discount rates even lower than 3%:

special ethical considerations arise when comparing benefits and costs across generations. . . It may not be appropriate for society to demonstrate a similar preference when deciding between the well-being of current and future generations. . . If your rule will have important intergenerational benefits or costs you might consider a further sensitivity analysis using a lower but positive discount rate in addition to calculating net benefits using discount rates of 3 and 7 percent.\textsuperscript{150}

Elsewhere in Circular A-4, OMB clarifies that sensitivity analysis should not result in a rigid application of all available assumptions regardless of plausibility. Circular A-4 instructs agencies to depart from default assumptions when special issues “call for different emphases” depending on “the sensitivity of the benefit and cost estimates to the key assumptions.”\textsuperscript{151} More specifically:

If benefit or cost estimates depend heavily on certain assumptions, you should make those assumptions explicit and carry out sensitivity analyses using plausible alternative assumptions. If the value of net benefits changes from positive to negative (or vice versa) or if the relative ranking of regulatory options changes with alternative plausible assumptions, you should conduct further analysis to determine which of the alternative assumptions is more appropriate.\textsuperscript{152}

In other words, if using a 7% discount rate would fundamentally change the agency’s decision compared to using a 3% or lower discount rate, the agency must evaluate which assumption is most appropriate. Since OMB, the Council of Economic Advisers, the National Academies of Sciences, and the economic literature all conclude that a 7% rate is inappropriate for climate change, agencies should select a 3% or lower rate. Applying a 7% rate to climate effects cannot be justified “based on the best reasonably obtainable scientific, technical, and economic information available” and is inconsistent with the proper treatment of uncertainty over long time horizons.

Similarly, a 300-year time horizon is required by best economic practices. In 2017, the National Academies of Sciences issued a report stressing the importance of a longer time horizon for calculating the social cost of greenhouse gases. The report states that, “[i]n the context of the socioeconomic, damage, and discounting assumptions, the time horizon needs to be long enough to capture the vast majority of the present value of damages.”\textsuperscript{153} The report goes on to note that the length of the time horizon is dependent “on the rate at which undiscounted damages grow over time and on the rate at which they are discounted. Longer time horizons allow for representation and evaluation of longer-run geophysical system dynamics, such as sea level change and the carbon cycle.”\textsuperscript{154} In other words, after selecting the appropriate discount rate based on theory and data (in this case, 3% or below), analysts should determine the time horizon necessary to capture all costs and benefits that will have important net present values at the discount rate. Therefore, a 3% or lower discount rate for climate change.

\textsuperscript{150} Circular A-4 at 35-36.

\textsuperscript{151} Id. at 3.

\textsuperscript{152} Id. at 42.

\textsuperscript{153} NAS Second Report, supra note 65, at 78.

\textsuperscript{154} Id.
implies the need for a 300-year horizon to capture all significant values. NAS reviewed the best available, peer-reviewed scientific literature and concluded that the effects of greenhouse gas emissions over a 300-year period are sufficiently well established and reliable as to merit consideration in estimates of the social cost of greenhouse gases.\textsuperscript{155}
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Peter H. Howard, Ph.D., Economic Director, Institute for Policy Integrity, NYU School of Law*  
Benjamin Longstreth, Senior Attorney, Natural Resources Defense Council
Alejandra Núñez, Senior Attorney, Sierra Club
Andres Restrepo, Staff Attorney, Sierra Club
Richard L. Revesz, Director, Institute for Policy Integrity, NYU School of Law*
Martha Roberts, Senior Attorney, Environmental Defense Fund
Jason A. Schwartz, Legal Director, Institute for Policy Integrity, NYU School of Law*
Peter Zalzal, Director of Special Projects and Senior Attorney, Environmental Defense Fund

For any questions regarding these comments, please contact jason.schwartz@nyu.edu.
* No part of this document purports to present New York University School of Law’s views, if any.

\textsuperscript{155} NAS First Report, \textit{supra} note 66, at 32.
Exhibit B
October 10, 2017

To: Thomas Healy, Office of the Chief Counsel, NHTSA


Subject: Comments on Reconsideration of Final Rule on Civil Penalties

The Institute for Policy Integrity at New York University School of Law‡ respectfully submits the following and attached comments regarding NHTSA’s proposed reconsideration of its 2016 rule updating the civil penalties for violation of fuel economy standards.

First, NHTSA has not offered rational grounds for reconsidering a rulemaking finalized less than a year ago. NHTSA seemingly justifies its reconsideration on the grounds that “the consequences of this decision” to update civil penalties “are considerable and fairly permanent.”§ But nothing has changed on that front since the agency finalized the update in 2016. Though the update was first offered as an interim final rule,¶ NHTSA already gave stakeholders a full opportunity to comment and, indeed, revised its initial rule in response to industry concerns.|| NHTSA offers no evidence of changed circumstances in the seven months between when the December 28, 2016 rule was finalized and the July 12, 2017 reconsideration was announced, nor does the agency contend that the December 2016 proceeding was legally insufficient in any way. As courts have repeatedly ruled, “although an agency is entitled to change its policy positions, it has an obligation to adequately explain the reason for the change and its rejection of its earlier factual findings.”||| NHTSA has offered no rational reason for reopening this decision now, and so the agency should not proceed with the proposed reconsideration.

If NHTSA does continue with the reconsideration, Policy Integrity offers the following comments:

• The Federal Civil Penalties Inflation Adjustment Improvements Act of 2015—and not the Energy Policy and Conservation Act of 1975—governs this regulatory proceeding. The default statutory mandate is to update penalties unless narrow exceptions apply—and those exceptions are not present here.

• Because updating the penalties would most certainly lead to net benefits, neither of the narrow exceptions under the Inflation Adjustment Act apply. In particular, any effect on sales will be of small magnitude, while updating the penalty should drive additional,

---

† NHTSA instructs commenters “To ensure that your comments are correctly filed in the Docket, please include the Docket Number NHTSA-2017-0073 in your comments.” 82 Fed. Reg. 32,140, 32,143 (July 12, 2017). However, we believe that is the incorrect docket number. Regulations.gov lists this regulatory proceeding as Docket NHTSA-2017-0059.

‡ This document does not purport to present New York University School of Law’s views, if any.


valuable compliance, thus generating net benefits to the environment, consumer welfare, and national security.

- The base year for adjusting the penalty to account for inflation is the original 1975 enactment of EPCA. There is a high bar for interpreting congressional silence in 2007 as tacit re-endorsement of that original penalty, and that high bar has not been met.
- NHTSA should maintain the lead time established for the updated penalty in the December 2016 final rule, and the new penalties should apply at least to model years 2019 and beyond.
- In addition to updating the real value of the original penalties to maintain the deterrent effect in the face of inflation, NHTSA should separately consider raising the absolute value of the penalty to a more optimal level, under the criteria set by EPCA. To implement EPCA’s factors for increasing the penalty, NHTSA should conduct a cost-benefit analysis of alternative penalty levels and select the penalty that maximizes net benefits. The maximum penalty level authorized by EPCA in 1975 ($10 per 0.1 mpg) must also be updated under the Inflation Adjustment Act; the current maximum, therefore, should be $47 per 0.1 mpg. NHTSA should consider what penalty level, up to $47 per 0.1 mpg, is optimal.

I. The Inflation Adjustment Act, not EPCA, governs this proceeding, and the default mandate is to update old civil penalties

Congress adopted the Inflation Adjustment Act of 2015 with a clear purpose: to maintain the deterrent effect of civil penalties set years ago by counteracting inflation, and to improve federal collections of penalties. The goals are distinct from the provisions for adjusting penalties written into the original Energy Policy and Conservation Act of 1975, which were intended to allow NHTSA to “substantially further substantial energy conservation.” The Inflation Adjustment Act was meant to maintain the real value of penalties as originally set in order to maintain the original deterrent effect, while EPCA was intended to allow NHTSA to increase the absolute value of the penalty to increase compliance. The December 2016 rule implemented the mandate under the Inflation Adjustment Act by maintaining the real, inflation-adjusted value of the CAFE penalties; the December 2016 rule did not rely on NHTSA’s separate authorities under EPCA, nor did it attempt to adjust the absolute value of the penalty above and beyond the inflation-correction. Therefore, any reconsideration of that December 2016 rule promulgated under the Inflation Adjustment Act must likewise follow the statutory mandates of the Inflation Adjustment Act. The criteria from EPCA on adjusting the absolute value of the penalty are not relevant to this rulemaking on updating the real value of the penalty to counteract inflation (though NHTSA should considered using its separate EPCA authorities in a separate rulemaking, as discussed below).

Over time, the real value of a penalty falls if not adjusted by inflation. The inflationary updates to the CAFE penalties are intended to maintain the level of deterrence effectuated by the civil monetary penalties, and to prevent the deterrent effect from being diminished by inflation. With nominal prices in the economy increasing over time, keeping the value of the penalty constant in

---

7 Pub. L. 114-74 § 701(b)(2) (2015) ("The purpose of this Act is to establish a mechanism that shall allow for regular adjustment for inflation of civil monetary penalties; maintain the deterrent effect of civil monetary penalties and promote compliance with the law; and improve the collection by the Federal Government of civil monetary penalties.").


9 While NHTSA does explain that its December 2016 “effectively responds” to a petition to adjust the penalties under EPCA, that was because the Inflation Adjustment Act effectively mooted the petition’s request. 81 Fed. Reg. at 95,491. NHTSA did not cite EPCA as authority for the December 2016 rule.
current dollars deteriorates its real value. As the CAFE penalty’s level has been essentially unchanged since 1975, incentives to comply with fuel economy have been strongly degrading over the time. Since 1975, inflation has increased indexed consumer prices by over 350%.\(^{10}\) As a result, a penalty first set in 1975 has lost significant deterrent effect.

In 2015, Congress decided to remedy that problem, and mandated (“shall adjust”\(^{11}\)) that agencies update their civil penalties unless one of two narrow exceptions apply: (1) if increasing the penalty “will have a negative economic impact,” or (2) “the social costs of increasing the civil monetary penalty...outweigh the benefits.”\(^{12}\) As neither exception applies here, NHTSA must update the penalties for inflation, consistent with the December 2016 rule.

II. The data most likely cannot support an agency finding of significant negative economic impact from updating the penalties

NHTSA has not shown that the penalties will have a “negative economic impact.” As NHTSA acknowledges, OMB has already determined that such circumstances were intended to be “rare.”\(^{13}\)

Though Congress did not define the phrase, any rational understanding of “negative economic impact” should include some showing of a significant and net negative economic impact. The mere existence of some negative effect on some individual cannot be enough to invoke the exception, because otherwise the exception would swallow the rule. Any increase in the CAFE penalty could diminish profits for those individual firms that would not comply with the standards but for this inflation adjustment (i.e., counterfactual “non-compliant” firms). If that were sufficient grounds to invoke the exception, the exception would always apply and would not be narrow and “rare” as intended.\(^{14}\) Instead, the impact must be a significant impact, and significance is best measured by comparison to other costs and benefits.\(^{15}\) Indeed, there is substantial overlap between the analysis necessary under this exception and the second exception, which specifically compares social costs and benefits. Overall, the exception is only warranted if updating the penalty would have a significant, net negative effect. Those circumstances do not apply here.

In addition, NHTSA already concluded in 2016 that no exception to the Inflation Adjustment Act was warranted.\(^{16}\) NHTSA does not now offer any evidence of changed circumstances that would justify revisiting that determination. Nor has NHTSA explained its changed position.

---

\(^{10}\) The Consumer Price Index Calculator maintained by the Bureau of Labor Statistics shows that $5 in 1975 has the same buying power as $23.56 today. https://data.bls.gov/cgi-bin/cpicalc.pl?cost1=5.00&year1=197501&year2=201708.

\(^{11}\) Pub. L. 114-74 § 701(b)(4)(b)(1)(A) (“the head of an agency shall adjust civil monetary penalties through an interim final rulemaking”).

\(^{12}\) Pub. L. 114-74 § 701(b)(4)(c)(1); id. at (2) (OMB must also concur with the determination).


\(^{14}\) Id.

\(^{15}\) This is in the spirit of any cost-benefit analysis and is based on Kaldor–Hicks type of welfare criterion, which assumes that, as almost any change makes some people better off and others worse off, the welfare effects of a change need to be evaluated by reference to whether gainers could compensate losers for their losses. See Nicholas Kaldor, Welfare Propositions in Economics and Interpersonal Comparisons of Utility, 49 THE ECONOMIC JOURNAL 549–552 (1939).

\(^{16}\) 81 Fed. Reg. at 95,490 (granting industry’s petition to exempt earlier model years not on the grounds of a “negative economic impact,” but rather only because such penalties would be retroactive punishment inconsistent with congressional intent); more generally id. (updating the penalties under the mandate of the Inflation Adjustment Act, and not invoking the exemptions).
In this section of our comments, we review why the negative impacts of the inflation-adjusted penalties should be of small magnitude, by looking at how the changes in penalty rate affect the manufacturers’ costs and, consequently, vehicle sales, and employment. In the next section, we review why the positive impacts could be significant, and thus why social benefits will very likely outweigh social costs.

Effect of penalty changes on manufacturers’ production costs

Any negative effects of higher penalties on profits would be experienced only by those firms that, in the absence of the inflation adjustment, would not comply with the standards (i.e., the “counterfactual non-compliers”). As explained below, those firms would need to bear additional costs due to ramping up of their compliance efforts and increased penalties for deviations from the standard.

The number of “counterfactual non-compliers” depends on how expensive adherence to the standards is. The data does not suggest that CAFE requirements have, so far, been very costly to comply with. The vast majority of companies has consistently complied with the standards, despite the penalties being relatively low and almost constant in nominal terms from 1975 through 2016. In spite of the increases in stringency of standards, the aggregate penalty payments by industry in years 1985-2013 remained roughly stable at the yearly level of about $30 million, according to the data gathered by NHTSA. The average penalty paid by a company has also stayed at a similar level over the years.

The CAFE penalties work like safety valves, because they allow the car manufacturers to avoid the requirements imposed by vehicle standards in case the compliance costs are too high. Such penalty systems, which give the manufacturers flexibility on their compliance options, are a common element of environmental regulation, and are viewed as price ceilings that limit high-side abatement cost risk. In the case of CAFE requirements, penalties effectively determine the upper limit to the compliance costs per vehicle, capping the cost of the vehicle standards on industry.

The economics of safety valves are well understood. In particular, it is clear that the compliance efforts firms are willing to exert depends on the penalty itself. Whenever the marginal costs of compliance with the rules exceed the penalty, companies choose to pay penalties. Increasing the penalty raises the amount the companies are willing to spend on compliance, bringing them closer to the standards.

Because of the “safety valve” properties in the design of the punishment, one can learn a great deal about the compliance costs from the information on penalties paid. In particular, it can be concluded that for the compliant manufacturers, the marginal costs (in form of technological adaptations and changes in the design of the cars) have not been higher than $5.5 per year, per car.

---

17 In recent years, the penalty payments started decreasing, probably due to the possibilities of credit trades between the manufacturers. See below for further discussion of interactions between CAFE penalties and credits.

18 The data is publicly available at https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Fines_LIVE.html.


per 0.1 mpg added to meet the standards. For non-compliant firms, costs (in the form of penalties) were exactly $5.5 per 0.1 mpg.

Using this logic, it is possible to approximate the future increases in cost per vehicle caused by the inflationary adjustment of the penalty. Specifically, the upper bound for the rise in costs for a given manufacturer can be obtained by multiplying its predicted non-compliance in 0.1 mpg\(^{21}\) by $8.5 (the difference between the new and old penalty rates). The approach would thus require identifying the “counterfactual non-compliers” and their counterfactual deviations from the standards. While this is a challenging task, for some vehicles it is already known that they will meet the CAFE requirements in the future. For example, EPA identified in 2016 over 100 car, SUV, and pickup versions on the market today that already meet 2020 or later greenhouse gas standards.\(^{22}\) It is important to recognize that the compliant firms’ profits will not be negatively affected by changes in punishment scheme. (In fact, the profits of the compliant firms will increase through the credit trading mechanism. Please see section below for further explanation.)

The actual cost increase will be lower than the above described upper bound. The inflation-adjusted penalty will change the incentives for compliance, causing the firms with marginal compliance cost between $5.5 and $14 to boost their fuel efficiency efforts. For those switching firms, the rise in costs will be determined by their marginal compliance costs which, by definition, will be lower than $14. The change in average costs per vehicle will therefore approximately equal the difference between the marginal abatement cost and the old penalty, multiplied by the average deviation from the standard.\(^{23}\) If the abatement costs are close to the old penalty, for example around $6, the updated penalties would strongly improve compliance (thus contributing to emission savings and decreasing the total penalty payments), while having a low impact on the manufacturers’ profits.

Any analysis of such effects needs to also take into consideration an additional flexibility mechanism: trading of compliance credits. Higher penalties raise the value of credits. As the value of compliance credits increases, the companies with the lowest fuel efficiency costs will implement more fuel efficiency in their cars to create additional credits and sell those to non-compliers. This further reduces the total penalty payments and decreases emissions, while decreasing the total costs of compliance and creating some profit redistribution between the manufacturers.

To claim that the inflation-adjusted penalties translate into a substantial cost surge for automobile manufacturers, the agency would need to prove that the marginal compliance costs for the “counterfactual non-compliers” are closer to $14 than to $5.5. NHTSA would further need to show that there are many of the “counterfactual non-compliers” and that their individual deviations from standards would be large. NHTSA would also have to show that there is no room for substantial decreases in payments through credits trading. In such analyses, the agency must avoid relying on

\(^{21}\) Non-compliance per vehicle is understood for the purpose of this exposition as the number of mpg that, in the absence of penalty adjustments, the fleet would deviate from the relevant mpg stipulated in the CAFE standard.

\(^{22}\) Given the close harmonization of GHG and CAFE standards, this finding suggests that the vehicles will also comply with CAFE standards. See EPA, Proposed Determination on the Appropriateness of the Model Year 2022-2025 Light-Duty Vehicle Greenhouse Gas Emissions Standards under the Midterm Evaluation, EPA-420-R, at 50 (2016) for more information on compliance projections.

\(^{23}\) Since the standards are for fleet averages, the manufacturers seek to improve the fuel economy in those vehicles where it is the cheapest to do so or to promote more sales of fuel-efficient cars. Both effects further inhibit the cost growth.
any self-reported data, as it is in manufacturers’ interest to overstate compliance costs. Finally, to show a substantial and net negative impact, NHTSA would need to compare these effects to the other effects of the updated penalties.

Invoking this exception therefore requires NHTSA to clear a high analytical hurdle, which existing data very likely do not support.

Effect of penalty changes on car sales

Elevated penalty rates may cause the “counterfactual non-compliant” car fleets to become more expensive and more fuel efficient. The degree to which the price increase would happen depends on the increases in manufacturers’ costs discussed above and the degree to which the companies can pass higher costs to the consumers (i.e., the “pass through” rate). The compliant fleets’ prices will stay unaltered or could slightly fall, even as the compliant fleet becomes more fuel efficient as an effect of increased demand for compliance credits. The total sales effect of those two mechanisms (price and fuel economy change) will depend on the consumer valuation of fuel efficiency. In general, one can expect the net effect to be rather small, especially if non-compliance is largely restricted to luxury cars. Historically, it has been the case that penalties were paid almost exclusively by European manufacturers of luxury vehicles.

There will also be some substitution between the “counterfactual non-compliant” and compliant fleets, because of the change in their relative prices. This effect will contribute further to decreases in total emissions. However, the substitution may be of small magnitude if compliant and non-compliant vehicles come from different market segments.

Effect of penalty changes on employment

If the increases in automobile price for the “counterfactual non-compliant” fleet due to higher penalties exceed the consumer’s valuation of the associated fuel savings, the consumer demand for that fleet could be reduced. Clearly, the vehicle manufacturers will spread the fuel economy adjustments across their fleet in a way that minimizes total sales losses. On the other hand, the technologies used for compliance with fuel efficiency standards may differ from the counterfactual technologies in terms of the amount of labor needed to produce one automobile (the labor intensity) or the degree to which the technology relies on imports and thus fosters employment abroad instead of domestic jobs (import content). Both of the effects may change employment in automobile sector, however, they are confined to counterfactual non-compliers only. Besides, the magnitude of the sales effect is determined by the manufacturers’ marginal abatement costs. Should the cost be close the old penalty, the sales change will be near zero.

Importantly, workers laid off from the automobile sector and adjacent businesses may quickly be absorbed by other industries due to general equilibrium effects and the currently robust labor market leading to no changes in economy-wide employment. For more discussion on why the CAFE standards overall will likely have, at most, small employment effects that will be partly offset by

24 For the discussion on the importance of pass-through rate for estimating the impact of vehicle standards on vehicle prices see our attached comments on jobs and preferences, submitted to EPA and NHTSA on their proposed reconsideration of the midterm evaluation.
25 Id.
26 The relative impact of penalty increase is there is much smaller as those vehicles sell for substantially higher prices.
27 See our attached comments on jobs and preferences, supra.
28 Historically, the penalties were paid mostly by European manufacturers.
changes in the broader labor market, please see our attached comments that were submitted last week to EPA and NHTSA on their proposed reconsideration of the midterm evaluation.

Interaction between the level of CAFE standards and the penalty

The agency has based this proposed reconsideration in part on the fact that “CAFE standards are set to rise at a significant rate over the next several years,”29 but in a separate proceeding, NHTSA has proposed to reconsider the midterm evaluation with the possible intention of revising the standards downwards.30 Should NHTSA lower the standards for model years 2021 and beyond from the standards announced by the agency back in 2012, it would no longer have even its stated justification for lowering the penalties to rely on in this proceeding. Should the vehicle standards be indeed relaxed (and they should not be, as we have argued in separate comments to EPA and NHTSA31), the possible arguments against penalty increases become even weaker. First, failing to increase the standards in model years 2021 and beyond, combined with failing to update the penalties for model years 2019 and beyond, would imply double penalty relief for non-compliers starting with model year 2021. On the other hand, the manufacturers that have already made investments to comply with CAFE and will not change their fleet in response to the standards being adjusted downwards would be at a relative disadvantage compared to “counterfactual non-compliers.” The diminished penalties would bring them no direct gain; instead they would lose profits because of the decreased value of their compliance credits. Such a situation would punish compliance and reward non-compliance, thereby defying the goal of penalties. Second, the potential for negative economic impact would be lower with weaker standards,32 while the benefits of enforcement would increase.

III. The social benefits of updating the penalties outweigh the costs

As explained above, an increase in penalty raises the amount the companies are willing to spend on compliance. It can therefore be expected that, in response to the inflation-updated penalties, some otherwise non-compliant manufacturers will accelerate their fuel efficiency efforts and improve their fleet fuel performance. The degree to which this will happen depends on the marginal compliance costs of the non-compliers.33 Industry has argued that “raising the penalty would have no impact on fuel savings and would simply hurt the manufacturers forced to pay it,”34 but that is not plausible given what is known about compliance costs.

The boosts to fleet performance from updated penalties translate into reductions in greenhouse gas emissions and improvements in air quality and public health. Additionally, they lead to fuel savings for consumers. Those will be especially relevant if consumers do not fully account for the full value of fuel efficiency in their car purchase decisions, for example because of inattention or lack of information.35 In such a case, the fuel economy of the vehicles will not be fully reflected in the vehicle price but should be counted towards social gains.

29 82 Fed. Reg. at 32,141.
31 See our attached comments on jobs and preferences, and on the social cost of greenhouse gases.
32 The number of manufacturers directly affected by changes in penalty rates decreases with relaxing the standards as, mechanically, lower standards imply higher compliance rates.
33 The analysis of improvements in fuel standards due to penalty increases mirrors the attempts to quantify the additional penalty payments that the manufacturers will need to make.
35 See our attached comments on jobs and preferences for discussion on the consumer valuation of fuel efficiency.
When the marginal abatement costs of the non-compliant car manufacturers are lower than $14 per 0.1mpg, one may expect to observe a compliance rate close to 100%, with all the wide benefits of it easily quantifiable. To claim that there will be no substantial improvement in compliance (and, consequently, no associated benefits), the agency would need to show that for non-compliers marginal compliance costs well exceed $14 per 0.1mpg (yearly). That does not seem reasonable given the predicted costs for various fuel efficiency technologies and designs discussed in Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards.\(^{36}\)

If NHTSA decides to reverse or lower the penalty, NHTSA must provide an explanation for disregarding the “facts and circumstances that underlay” the original rule.\(^ {37}\) As such, NHTSA would need to calculate the amount of lost benefits, including the benefits described above, that would be caused by any reconsideration and provide an explanation for depriving the public of those benefits.\(^ {38}\)

To value the changes in greenhouse gas emissions associated with changing the CAFE penalties, NHTSA should use the social cost of greenhouse gas methodology, as discussed in our attached comments submitted several weeks ago to NHTSA on the scoping for its environmental impact statement.

**IV. The base year for inflation should be 1975**

NHTSA asks commenters whether 2007 should be considered the base year for inflation, rather than 1975, because Congress updated other aspects of the CAFE program in the Energy Independence and Security Act of 2007 (EISA). Yet, EISA is completely silent on CAFE penalties. To interpret that silence as tacit re-endorsement of EPCA’s original penalties set in 1975 is akin to drawing a negative inference. Courts typically require a high bar for making a negative inference.\(^ {39}\) Unless NHTSA can identify clear evidence in the legislative history that Congress specifically considered the original penalties from 1975 and determined, through enacting EISA, to re-endorse maintaining those penalties without adjustment, then 1975 is still the appropriate base year for inflation. Treating 1975 as the base year best fulfills the intentions of Congress in 1975 to set a particular minimum level of deterrence, and of Congress in 2015 to maintain original levels of deterrence over time by updating penalties.

**V. No additional lead time is necessary to implement the adjusted penalties**

NHTSA asks how much lead time it should provide if it adopts a penalty level other than $14. First, NHTSA should not lower the penalty from $14. But if it does, manufacturers do not need additional lead time to comply with a lower penalty. If anything, lowering the penalty would mean less lead time is necessary. In December 2016, NHTSA delayed implementation of the inflation adjustment until model year 2019, explaining that some additional lead time was warranted because industry design and production cycles were fixed years in advance, such that it may be difficult to increase

---


\(^{39}\) Courts require “confiden[ce]” that Congress specifically considered the matter. See e.g., Shook v. District of Columbia Fin. Responsibility and Management Assistance Auth., 132 F.3d 775, 782 (D.C. Cir. 1998).
compliance rates without several advance years of lead time.\textsuperscript{40} Not only might manufacturers be able to decrease their compliance rates in response to a lower penalty without several years of lead time, but NHTSA need not be in the business of facilitating lower compliance rates for its duly adopted regulations.

Penalties should be updated starting with model year 2019, as originally planned. Manufacturers are already on notice, and do not need additional lead time to comply.

\textbf{VI. In a separate rulemaking, NHTSA should consider further raising the absolute penalties under EPCA}

Apart from the inflationary considerations, there are additional reasons for the agency to raise the absolute value of penalties.

The first reason is related to the growing stringency of CAFE. The vehicle standards have been in place for some 40 years, pushing the U.S. car market towards more and more efficient vehicles over time to ensure fuel savings. For example, the requirements for very small passenger cars began with a modest level of 18 mpg in 1978 and have been increasing, reaching 27.5 mpg in 1990 and 30.2 in 2011, and are set to go up to 60 mpg in 2025. The automobile industry has been able to update its technologies and designs to keep pace with the incremental increases in the standards. Presumably, however, the costs of compliance have also been growing through the years and will continue to do so in the future.\textsuperscript{41} Given the option of paying a penalty instead of complying, the manufacturers largely make their decisions on fuel efficiency improvements based on the penalty system. For them, raising their fuel efficiency makes sense only up to the point where the marginal cost of compliance equals the penalty. Growing marginal compliance costs combined with constant penalty rate implies that over the years the violations of the standards may become more prevalent. Keeping the compliance constant would thus require heightening the penalty rates.

Additional support for changes in the absolute penalty comes from the economic literature on optimal penalties. From a societal perspective, it would be optimal for the agency to set the penalty equal to the social harm arising from non-compliance.\textsuperscript{42} The social harm will encompass mostly the externalities associated with gas-guzzling vehicles, including emissions of greenhouse gases, criteria pollutants, and toxic pollutants.\textsuperscript{43} It is not apparent that $5 was the optimal penalty when Congress set it as the minimum penalty in 1975, and so it is not apparent that, even after adjusting for inflation, $14 will be the optimal penalty. For example, if a passenger car manufacturer in 2007 missed the standard by one mpg, it would imply an extra 381.7 gallons of fuel used during the lifetime of the car.\textsuperscript{44} Burning a gallon of gasoline that does not contain fuel ethanol produces around

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{40} 81 Fed. Reg. at 95,490.
\item \textsuperscript{41} For the information on the predicted costs paths for the model years up to 2025, see Draft Technical Assessment Report: Midterm Evaluation of Light-Duty Vehicle Greenhouse Gas Emission Standards and Corporate Average Fuel Economy Standards for Model Years 2022-2025, Office of Transportation and Air Quality U.S. Environmental Protection Agency, National Highway Traffic Safety Administration U.S. Department of Transportation, And California Air Resources Board (2016)
\item \textsuperscript{42} For the seminal contribution on economics of penalties see Gary S. Becker, \textit{Crime and Punishment: An Economic Approach}, 76 J. POLIT. ECON. 169–217 (1968).
\item \textsuperscript{43} Phase 2 Fuel Efficiency Standards for Medium- and Heavy-Duty Engines and Vehicles. Final EIS NHTSA-2014-0074, National Highway Traffic Safety Administration (2016).
\item \textsuperscript{44} Assuming lifetime vehicle mileage of 278,134, as in EPA (2016), p. 10-8.
\end{itemize}
\end{footnotesize}
19.6 pounds of CO$_2$.\textsuperscript{45} which, combined with the 2007 social cost of carbon of $28 per ton,\textsuperscript{46} yields a carbon cost of non-compliance in value of almost $100 per mpg. This value constitutes only a part of the social harm that is induced by non-compliance, as it does not consider other effects like the health consequences of non-GHG polluters. Clearly, the penalty of $55 per mpg ($5.5 per 0.1mpg) was lower than the social costs associated with carbon alone. Therefore, current CAFE penalties, even after adjusting for inflation, are likely below the optimal penalty.

EPCA contains authority to adjust penalties to a higher amount if NHTSA determines that the increase will "substantially further substantial energy conservation" and "will not have a substantial deleterious impact on the economy of the United States, a State, or a region."\textsuperscript{47} In 1975, EPCA set a maximum level to which NHTSA could raise the penalty: $10 for each 0.1 mpg.\textsuperscript{48} However, the Inflation Adjustment Act mandated the inflation not just of "a specific monetary amount as provided by Federal law" (such as the $5 minimum originally set in 1975), but also "a maximum amount provided for by Federal law."\textsuperscript{49} Using the CPI inflation calculator, the $10 maximum penalty set in 1975 should be updated under the IAA to $47 today. Therefore, NHTSA has authority to increase the absolute penalty up to $47 per 0.1 mpg.

NHTSA should undertake a rulemaking to explore its authority under EPCA to raise the absolute value of penalties. Under EPCA, to weigh substantial energy conservation against substantial deleterious impacts, NHTSA should use a full cost-benefit analysis and select the penalty that maximizes net benefits.

Sincerely,

Sylwia Bialek, Economics Fellow

Jason Schwartz, Legal Director

Attached:

Comments from Policy Integrity, to EPA & NHTSA, on Request for Comment on Reconsideration of the Final Determination of the Mid-Term Evaluation of Greenhouse Gas Emissions Standards for Model Year 2022-2025 Light-Duty Vehicles

Joint Comments from Policy Integrity et al., to NHTSA, on Quantifying and Monetizing Greenhouse Gas Emissions in the Environmental Impact Statement for Model Year 2022-2025 Corporate Average Fuel Economy Standards

\textsuperscript{45} Energy Information Administration https://www.eia.gov/tools/faqs/faq.php?id=307&t=11

\textsuperscript{46} For simplification, the social value of carbon from 2007 was used for the whole lifecycle of the vehicle. The proper valuation would assign the miles driven in individual years the appropriate value of carbon which would result in substantially higher evaluation of harm as the cost of carbon is quickly increasing over time. For the numbers see Intergency Working Group on Social Cost of Greenhouse Gases, Technical Support Document: Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis Under Executive Order 12866. (2016), at 16.

\textsuperscript{47} 49 U.S.C. § 32912(c).

\textsuperscript{48} 49 U.S.C. § 32912(c)(1)(C).

\textsuperscript{49} Definition of a "civil monetary penalty" under the Inflation Adjustment Act of 2015.
Exhibit B
October 26, 2018  

VIA ELECTRONIC SUBMISSION

Attn: James Tamm, Office of Rulemaking, Fuel Economy Division, National Highway Traffic Safety Administration (NHTSA)  


In the Proposed Rule, the Environmental Protection Agency (“EPA”) proposes to reverse course on its final greenhouse gas emissions standards for 2021-2025 (“GHG Standards”) and the National Highway Traffic Safety Administration (“NHTSA”) proposes to reverse course on the Corporate Average Fuel Economy standards for 2021 as well as the augural standards for 2022-2025 (“CAFE standards”) (collectively the “baseline standards”).2

Policy Integrity is a non-partisan think tank dedicated to improving the quality of government decisionmaking through advocacy and scholarship in the fields of administrative law, economics, and public policy. We write to provide the following comments:

1. The agencies’ approach to weighing their statutory factors is unreasonable.

---

1 This document does not purport to present New York University School of Law’s views, if any.

2. The agencies have arbitrarily inflated the costs of the baseline standards through several unreasonable assumptions about compliance costs and the extent to which manufacturers pass those costs through to consumers.
3. The agencies have arbitrarily ignored consumer valuation of fuel savings and the welfare benefits of the baseline standards.
4. The agencies’ analysis is riddled with econometric errors.
5. The agencies’ assumptions about the impact of the baseline standards on fleet composition, vehicle travel, and safety arbitrarily disregard basic economic theory.
6. The agencies’ choice of rebound estimate is arbitrary and capricious.
7. Potential changes in the mass of vehicles caused by the baseline standards do not support the Proposed Rule.
8. The agencies’ employment analysis is incomplete.
9. The agencies’ emissions analysis is inaccurate and incomplete.
10. The agencies’ have arbitrarily failed to provide missing information necessary for meaningful public review of the Proposed Rule.

We have provided more detail on each of these topics in an attached Appendix and we ask that the entire Appendix be included in the record.

In addition, Policy Integrity has submitted the following two sets of comments under separate cover, which are incorporated herein:

1. Comments, submitted together with several other organizations, explaining how the agencies’ analysis of the social cost of carbon in the Proposed Rule is inconsistent with best available science, best practices for economic analysis, and legal standards for rational decisionmaking.

Respectfully,

Sylwia Bialek
Bethany Davis Noll
Peter Howard
Richard Revesz
Jason Schwartz
Avi Zevin

3 These comments are available here: https://policyintegrity.org/what-we-do/update/3190
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In their justification for the Proposed Rule, the National Highway Traffic Safety Administration (“NHTSA”) and the Environmental Protection Agency (“EPA”) (collectively the “agencies”) rely heavily on the argument that the baseline standards will substantially increase costs which, in turn, will translate into higher prices faced by new car purchasers. NHTSA estimates that vehicle prices will be approximately $2,700 higher by 2029 under the baseline standards. EPA similarly estimates that vehicle prices will be $2,800 higher in 2030, including maintenance and other costs. Discouraged by the price surge, so the agencies argue, used car scrappage will decrease as consumers increasingly rely on used cars for their transportation needs and retain and drive those cars more. This analysis is the core of the agencies’ decision to roll back the baseline standards.

In our comments, we show that the agencies’ analysis produced biased and irrational results at each of the steps in that causal chain, leading to a Proposed Rule that vastly overstates the benefits of the rollback and understates the benefits society foregoes with the rollback. The agencies should not finalize the Proposed Rule.

I. THE AGENCIES’ APPROACH TO WEIGHING THEIR STATUTORY FACTORS IS UNREASONABLE

In attempting to carry out their statutory mandates to conserve energy and protect public welfare, the agencies have unreasonably interpreted their statutory factors, arbitrarily overlooked important parts of the problem, and fixated on a subset of issues in ways that Congress did not intend. They have misidentified the market failures and problems that their proposed rollback intends to address, and have relied on a biased and manipulated cost-benefit analysis to justify their proposal. A full and balanced analysis of all the costs and benefits that

---

6 83 Fed. Reg. at 42,994; see also id. at 43,263-64, Table VII-4 (see last two rows for MY2025).
7 Id. at 43,229 (explaining that these costs “could be passed on to consumers”).
8 83 Fed. Reg. at 42,995, 43,015, 43,205 (conceding that EPCA ultimately requires NHTSA to set standards to conserve energy).
the agencies are charged with considering would reveal—as the midterm review recently confirmed—that the baseline standards will deliver massive net social benefits, and the proposed rollback is unjustified.

A. Standards of rationality for regulatory decisionmaking

Agencies are constrained by the standards of rationality both in interpreting statutory factors and in exercising their regulatory decisionmaking. Agencies may not rely on factors that Congress did not intend for them to consider, fail entirely to consider an important aspect of the problem, or offer an explanation for their decision that runs counter to the evidence before them. Additionally, when agencies propose to reverse course from a prior reasoned decisionmaking—as the agencies propose to do here—they must provide a “reasoned explanation” for dismissing the “facts and circumstances that underlay” the original rule. Finally, agencies’ regulatory decisions must stay within the overarching bounds of their statutory mandate.

B. NHTSA’s approach to its statutory factors is unreasonable

The Energy Policy and Conservation Act (EPCA) requires NHTSA to set the maximum feasible fuel economy standards after considering technological feasibility, economic practicability, the effect of other motor vehicle standards of the Government on fuel economy, and the need of the United States to conserve energy. NHTSA admits that the overarching mandate under EPCA is to conserve energy.

Need to Conserve Energy: NHTSA has unreasonably defined the “need . . . to conserve energy” factor and has unreasonably ignored aspects of this issue.

To start, the agencies falsely and inconsistently argue that the need to conserve energy has diminished because U.S. reliance on foreign oil has decreased. At the most extreme, the agencies claim that the rollback will result in zero monopsony costs and zero national security costs because the United States is so close to self-sufficiency in its petroleum supply that it is

---

13 See, e.g., Center for Biological Diversity v. NHTSA, 538 F.3d 1172, 1195 (9th Cir. 2008) (noting that NHTSA’s balancing of statutory factors cannot undermine the “fundamental purpose” of the EPCA); Clean Air Council v. Pruitt, 862 F.3d 1, 9 (D.C. Cir. 2017) (“It is ‘axiomatic’ that ‘administrative agencies may act only pursuant to authority delegated to them by Congress.’”) (quoting Verizon v. FCC, 740 F.3d 623, 632 (D.C. Cir. 2014)).
15 83 Fed. Reg. at 42,995, 43,015, 43,205 (conceding that EPCA ultimately requires NHTSA to set standards to conserve energy).
“unlikely” that imports would increase as a consequence of the proposed rollback.\footnote{NHTSA & EPA, Safer Affordable Fuel-Efficient (SAFE) Vehicles Rule for Model Year 2021-2026 Passenger Cars and Light Trucks Preliminary Regulatory Impact Analysis 1068, 1077 (Aug. 23, 2018) [hereafter “PRIA”].} That assumption is wrong for several reasons, and is inconsistent with other parts of the analysis:

- The latest \textit{Annual Energy Outlook} from the Energy Information Administration projects that the United States will continue to import crude oil through 2050 and “remains a net importer of petroleum and other liquids on an energy basis.”\footnote{EIA (2018a), at 24 (showing projections for the reference case); \textit{cf. id.} at 53-54 (showing that the United States is a “modest net export of petroleum \textit{on a volume basis} from 2029 to 20245,” as compared to on an energy basis; and showing that under certain oil price scenarios, the United States remains a net importer even on a volume basis; and showing that in the reference case, “the United States returns to being a net petroleum importer in 2045 on a volume basis”). Notably, the AEO2018 assumes that all “current laws and regulations \ldots are unchanged throughout the projection period,” \textit{id.} at 8, meaning it assumes that the current standards under the 2012 rule will stay in force. Under the proposed rollback, as U.S. demand for petroleum increases, projections for imports could change. \textit{See} EIA (2018b), at 26 (“CAFE standards are increased \ldots to meet augural CAFE standards for model year 2022 to 2025,” after which “CAFE standards are held constant” at MY2025 levels “through the end of the projection.”).}

- But even assuming that the United States will soon become a net exporter of petroleum, there are still foreign suppliers in the meantime, and there would continue to be foreign suppliers even after the United States achieves net-export status.\footnote{EIA (2018a), at 24 (explaining that even if the United States becomes a net energy exporter, “both imports and exports continue through the projection period”).} Petroleum prices are set in a global market. And because oil is a global market, how much we produce is irrelevant to U.S. exposure to price shocks; the United States will remain vulnerable.\footnote{\textit{See Letter to the Agencies from Jason Bordoff (Oct. 22, 208), https://www.regulations.gov/document?D=EPA-HQ-OAR-2018-0283-3906}}

- Moreover, the assumption that the increased petroleum consumption caused by the proposed rollback will be met through 0\% imports\footnote{PRIA at 1068, 1077} is also wildly inconsistent with the assumptions made elsewhere in the analysis. For the purposes of calculating the energy price shock effect, the agencies assume that—through the year 2050—75\% of the increase in fuel consumption resulting from lower CAFE and CO\(_2\) emissions standards will be reflected in increased U.S. imports.\footnote{PRIA at 1073.} For calculating upstream emissions effects, the agencies assume that—through the year 2050—50\% of increased gasoline consumption would be supplied by increased domestic refining and that 90\% of this additional refining would use imported crude petroleum.\footnote{PRIA at 1291.} In total, the upstream emission calculations assume that 95\%\footnote{50\% + (50\% * 90\%) = 95\%.} of increased consumption will either be from foreign refining or from foreign crude imports. The agencies inconsistently and opportunistically assume 0\% imports when it serves their purposes, but
elsewhere in the Proposed Rule, when a different estimate suits them, they instead assume 95% imports. This is patently arbitrary.

- The agencies wrongly conclude that national security costs are zero based on the fact that the “size” of the Strategic Petroleum Reserve (SPR) has not historically varied in response to the level of U.S. petroleum consumption or imports. However, “the budgetary costs for maintaining [the size of] the SPR” is only one possible effect of changes in the level of petroleum consumption or imports. Regardless of whether the United States actually changes the size of the SPR in real time to respond to changing levels of U.S. petroleum consumption, the protective value that the SPR offers given its size does automatically change as total U.S. petroleum consumption changes. The agencies have failed to assess how much the relative protective value of the SPR will change as total U.S. consumption rises following the proposed rollback, and therefore have failed entirely to consider one important element of the national need to conserve energy.

The agencies also wrongly argue that assessing how environmental considerations create a need to conserve energy is “complicated,” that the 2012 standards may not “sufficiently address climate change to merit their costs,” and that increasing the standards is not “necessary to avoid destructive or wasteful use of energy.” The agencies attempt to belittle the standards’ effect on climate as “small” by focusing on temperature degree effects rather than on economic impacts. In fact—as detailed in separate comments that Policy Integrity submitted jointly with other organizations—assessing the climate effects of the proposed rollback versus the 2012 standards is not “complicated”; it is quite easily accomplished by monetizing climate damages using the social cost of greenhouse gas metrics. Once climate damages are more fully monetized (as the agencies are required to do), it will become apparent that the proposed rollback will cause billions of dollars in climate damages. Billions of dollars lost to avoidable climate damages is not a small effect, and it very clearly is a “destructive and wasteful” effect. This approach in no way

---

25 PRIA at 1077.
28 Id.
29 Id.
30 Id. at 43,216.
31 See our separate Joint Comments on the Social Cost of Greenhouse Gases, available at https://policyintegrity.org/what-we-do/update/3190 (explaining how the agencies have improperly manipulated and undervalued the climate damage calculations).
places “an outsized emphasis”\(^{32}\) on this consideration; to the contrary, it simply uses monetization to translate effects into the same metric of dollars that the agencies use to value all other costs and benefits in the proposed rollback. As the agencies explained in the 2012 rule, monetization is an “appropriate[ ]” tool to put climate benefits “in context in the rule.”\(^{33}\) An apples-to-apples comparison of more fully monetized costs and benefits would show—just as the agencies concluded in the 2012 rule—that the climate benefits of the 2012 standards alone offset a significant portion of the technology costs, and together with the other significant private and social benefits, the benefits well justify the costs of the 2012 standards.\(^{34}\) In addition, if anything, the need to conserve energy to prevent climate and other environmental externalities is only more urgent now than it was during the 2012 rulemaking.\(^{35}\)

NHTSA’s discussion of the “need to conserve” factor also gives short shrift to non-climate environmental externalities, only briefly mentioning the possible effects on other emissions without detailing any of the myriad non-climate public health and welfare consequences from pollution associated with petroleum production and combustion for motor vehicles.\(^{36}\)

The agencies also wrongly concludes that consumers’ need to save money is now “less urgent” and no longer supports a strong overall need to conserve energy.\(^{37}\) The agencies assert that past

\(^{32}\) 83 Fed. Reg. at 43,216.

\(^{33}\) 77 Fed. Reg. at 62,898. Far from giving monetized climate benefits outsized weight in the 2012 rule, the agencies did not select more stringent standards that would have had even larger net benefit figures. If anything, the agencies gave “outsized” weight in the 2012 rule to economic practicability in selecting a standard that did not maximize net benefits. Id. at 63,055 (“We recognize that higher standards would help the need of the nation to conserve more energy . . . [but] [w]e conclude that the correct balancing recognizes economic practicability concerns . . . and sets standards at the [less stringent] levels that the agency is promulgating.”).

\(^{34}\) NHTSA, Final Regulatory Impact Analysis: Corporate Average Fuel Economy for MY 2017-MY 2025 Passenger Cars and Light Trucks at 51 (2012) [hereafter “NHTSA 2012 FRIA”] (showing cost and benefit estimates at a 7% discount). Note that even these monetizations of climate damages are almost certainly a severe underestimate. Consideration of unquantified benefits further justifies the 2012 standards. See 77 Fed. Reg. at 63,079-80 (“Similarly, the agency’s estimate of the value of reduced climate-related economic damages from lower emissions of GHGs excludes many sources of potential benefits from reducing the pace and extent of global climate change. For example, none of the three models used to value climate-related economic damages includes those resulting from ocean acidification or loss of species and wildlife. The models also may not adequately capture certain other impacts, including potentially abrupt changes in climate associated with thresholds that govern climate system responses, interregional interactions such as global security impacts of extreme warming, or limited near-term substitutability between damage to natural systems and increased consumption. Including monetized estimates of benefits from reducing the extent of climate change and these associated impacts would increase the agency’s estimates of benefits from adopting higher CAFE standards.”).


\(^{36}\) 83 Fed. Reg. at 43,211.

rulemakings were overly and paternalistically focused on “myopia.” This statement ignores all the other pathways through which the 2012 standards benefit consumers’ need to save money, including by correcting informational asymmetries, attention costs, and other informational failures; positional externalities; and various other supply-side and demand-side explanations for consumers’ inability to achieve in an unregulated market the level of fuel economy that they desire. These components of the national need to conserve energy are discussed at length throughout these comments, and were specifically considered by the agencies in the 2012 rule.

Indeed, more broadly, NHTSA has failed to adequately explain its shift since 2012 in its interpretation and application of the need to conserve energy factor. In the 2012 Clean Car Standards, NHTSA noted that the fuel savings of the rule allowed it to comply with the purposes of the statute, estimating that the rule’s “fuel economy increases would lead to fuel savings totaling a range from 180 billion to 184 billion gallons.” Actual fuel savings, and the associated benefits to consumers, the environment, and society, were at the heart of NHTSA’s analysis of the need to conserve energy factor back in 2012. Now the agency ignores those conclusions from 2012 and relies on mistaken and inconsistent interpretations of petroleum import projections and the urgency of climate change to justify ignoring this statutory factor and giving primacy instead to economic practicability and safety effects. The failure to explain this shift in approach is arbitrary.

**Economic Practicability:** NHTSA discusses consumer valuation, price effects, sales effects, and job impacts in the context of its economic practicability factor. These comments discuss at length how NHTSA has inappropriately analyzed many of these elements of the economic practicability test.

NHTSA additionally claims that economic practicability also encompasses “harm to the nation’s economy caused by highway fatalities,” even as the agency also counts safety as its own separate factor. First, NHTSA has miscalculated the safety impacts, as discussed throughout these comments. But second, it is arbitrary to fully include the alleged “harm to the nation’s economy caused by highway fatalities” as part of economic practicability even while the agency ignores and undercounts various harms to the nation’s economy caused by climate- and pollution-related fatalities, illnesses, and other welfare impacts. Neither under the need to

---

38 Id.
40 77 Fed. Reg. at 63,059.
41 *E.g.*, 77 Fed. Reg. 63,077 (stating that the rule’s fuel economy savings offset any rebound-related costs of the rule, producing “significant benefits to society.”).
conserve energy factor, as noted above, nor under the economic practicability factor does NHTSA fully weigh the monetized damages associated with such climate impacts\(^{44}\) as:

- property lost or damaged by sea-level rise, coastal storms, flooding, and other extreme weather events, as well as the cost of protecting vulnerable property and the cost of resettlement following property losses;
- changes in energy demand, from temperature-related changes to the demand for cooling and heating;
- lost productivity and other impacts to agriculture, forestry, and fisheries, due to alterations in temperature, precipitation, CO\(_2\) fertilization, and other climate effects;
- human health impacts, including cardiovascular and respiratory mortality from heat-related illnesses, changing disease vectors like malaria and dengue fever, increased diarrhea, and changes in associated pollution;
- changes in fresh water availability;
- ecosystem service impacts;
- impacts to outdoor recreation and other non-market amenities; and
- catastrophic impacts, including potentially rapid sea-level rise, damages at very high temperatures, or unknown events.

It is arbitrary for NHTSA to count alleged safety costs as support for its propose rollback both under the economic practicability factor and as its own separate “bolster[ing]” factor\(^{45}\) and yet never fully monetize climate- and pollution-related deaths and other welfare impacts under either the need to conserve energy factor nor under the economic practicability factor\(^{46}\).

---

\(^{44}\) These impacts are all included to some degree in the three integrated assessment models (IAMs) used by the IWG (namely, the DICE, FUND, and PAGE models), though some impacts are modeled incompletely, and many other important damage categories are currently omitted from these IAMs. Compare Interagency Working Group on the Social Cost of Carbon (2010), at 6-8, 29-33; with Howard (2014). For other lists of actual climate effects, including air quality mortality, extreme temperature mortality, lost labor productivity, harmful algal blooms, spread of west nile virus, damage to roads and other infrastructure, effects on urban drainage, damage to coastal property, electricity demand and supply effects, water supply and quality effects, inland flooding, lost winter recreation, effects on agriculture and fish, lost ecosystem services from coral reefs, and wildfires, see EPA, *Multi-Model Framework for Quantitative Sectoral Impacts Analysis: A Technical Report for the Fourth National Climate Assessment* (2017); U.S. Global Change Research Program, *Climate Science Special Report: Fourth National Climate Assessment* (2017); EPA, *Climate Change in the United States: Benefits of Global Action* (2015); Union of Concerned Scientists, *Underwater: Rising Seas, Chronic Floods, and the Implications for U.S. Coastal Real Estate* (2018).


\(^{46}\) See our separate comments on NHTSA’s failure to fully monetize the social cost of greenhouse gases. https://policyintegrity.org/what-we-do/update/3190.
C. EPA’s approach to its statutory factors is unreasonable

EPA acknowledges that it must consider public health and welfare under Section 202 of the Clean Air Act,\textsuperscript{47} and yet claims authority to give “particular consideration” to costs and safety.\textsuperscript{48} EPA never explains why it may give outsized consideration to costs and safety, even as it devalues important climate and pollution effects. After all, the “primary goal” of the entire Clean Air Act is to advance “pollution prevention.”\textsuperscript{49} It is therefore arbitrary and inconsistent with the statute for EPA to instead give primacy to cost and safety factors in justifying the proposed rollback, to fixate on alleged traffic deaths avoided without also clearly reporting the climate- and pollution-related deaths, illnesses, and welfare losses that the proposed rollbacks will cause. In its discussion of its statutory factors, EPA specifically highlights the alleged avoided highway fatalities,\textsuperscript{50} and yet only reports volume estimates for greenhouse gas changes, without detailing any of the real-world impacts from the increase in greenhouse gas emissions, criteria pollutant emissions, and toxic pollutant emissions, which will include: climate-related deaths and illnesses from excessive heat, excessive cold, extreme weather events, diarrhea, vector-borne diseases, food- and water-borne diseases, cardiovascular and respiratory effects, food scarcity, water scarcity, and conflict;\textsuperscript{51} as well as mortalities and morbidities from increases in particulate matter and other pollutants, including premature adult and infant mortality, acute bronchitis, respiratory emergency room visits, non-fatal heart attacks, asthma exacerbations, strokes, reproductive and developmental effects, cancer and genotoxicity effects, and work-loss days.\textsuperscript{52} EPA never sufficiently discusses these important aspects of the regulatory problem, and does not explain their connection to its statutory factors. EPA certainly may consider a range of effects, including

\textsuperscript{47} 83 Fed. Reg. at 43,228.
\textsuperscript{48} 83 Fed. Reg. at 43,231.
\textsuperscript{49} 42 U.S.C. § 7401(c) (defining the goal for “this chapter,” which includes § 7521 in subchapter II); Air Alliance Houston v. EPA, No. 17-1155 (D.C. Cir., Aug. 17, 2018), 2018 WL 4000490 (citing § 7401(c) as describing congressional intent in enacting the Clean Air Act). “Pollution prevention” is often distinguished from strictly technologically-based end-of-pipe pollution controls, to include process changes that reduce the amount of pollution generated in the first place. S. Rep. No. 101-228, pt. 2, at 168 (1989), 1990 U.S.C.C.A.N. 3385, 3553 (“The technologies, practices or strategies which are to be considered . . . go beyond the traditional end-of-the-stack treatment or abatement system. The Administrator is to give priority to technologies or strategies which reduce the amount of pollution generated through process changes or the substitution of materials less hazardous. Pollution prevention is to be the preferred strategy wherever possible.”). Increasing fuel economy of vehicles is precisely the kind of pollution prevention strategy that Congress had in mind.
\textsuperscript{50} 83 Fed. Reg. at 43,231.
\textsuperscript{51} Carleton et al. (2018); Howard (2014); NHTSA, Draft Environmental Impact Statement at S-21 (2018) [hereafter “SAFE Rule Draft EIS”].
\textsuperscript{52} SAFE Rule Draft EIS at S-9, 2-27, 4-24 (listing the human health and welfare impacts from the increased particulate matter emissions under the proposed rollbacks).
safety, energy security, and national security, but there is no statutory basis for giving safety more attention than other important effects such as public “health” and “welfare.”

In the 2012 rulemaking, EPA focused on its charge to protect public health and welfare, and spoke at length about the standards’ effects on “atmospheric concentrations of CO2, global climate warming, ocean acidification, and sea level rise.” The agency also devoted in 2012 a long discussion to the health and air-quality effects of non-GHG pollutants. The Proposed Rule meanwhile, notably lacks any meaningful reference to ocean acidification or sea level rise. EPA now fails to explain its lack of attention to important parts of the problem that the agency previously assessed under its statutory mandate back in 2012.

D. The agencies define the market failure too narrowly

The regulatory impact analysis far too narrowly defines the market failures that fuel economy and greenhouse gas emission standards are intended to address. The regulatory impact analysis claims that, “in the case of the CAFE standards,” the market failure is limited to protecting consumers who do not “voluntarily purchase enough fuel economy” to protect themselves “if gasoline prices suddenly rise significantly.” With the CO2 standards, the market failure is to protect “the planet from the risks of unchecked climate change.”

Under both the statutory mandate from EPCA and best practices for economic analysis, the problems that NHTSA is charged with addressing are not so restricted to only protecting consumers from gas price spikes. As explained above in this section as well as throughout these comments, NHTSA is more broadly charged to address: externalities relating to energy security, national security, positional goods, global climate change, and air and water pollution associated with fuel production and consumption; asymmetric information, attention costs, and other

53 42 U.S.C.A. § 7521(a)(1) (“The Administrator shall by regulation prescribe . . . standards applicable to the emission of any air pollutant from any class or classes of new motor vehicles or new motor vehicle engines, which in his judgment cause, or contribute to, air pollution which may reasonably be anticipated to endanger public health or welfare.”); Massachusetts v. E.P.A., 549 U.S. 497, 528-29 (2007).
56 The lone exceptions occur in footnote 477, where the agencies note that the 2012 rule measured sea level rise, but does not mention any sea level effects from this proposed rollback, 83 Fed. Reg. at 43,230; and at page 43,248, discussing California’s reasons for a waiver. EPA also mentions that it has estimated sea-level rise under the Executive Order on environmental justice, id. at 43,474, but fails to connect such climate impacts to its statutory mandate.
57 PRIA at 110.
58 Id.
59 See Office of Mgmt. & Budget, Circular A-4 (2003) [hereafter “OMB Circular A-4”] (defining various market failures, including environmental externalities and informational failures).
information failures; internalities, including myopia; and various supply-side market failures, including first-mover disadvantage.

Similarly, while EPA’s primary focus when regulating greenhouse gas emissions should remain the need to protect the planet from unchecked climate change, EPA must not ignore other related market failures that cause harm to public health and welfare, including the issues and market failures listed in the previous paragraph.

In defining the market failures too narrowly, the agencies not only violate the instructions of Executive Order 12,866, but also evince their fundamental misunderstanding of the purposes of the original 2012 standards. The proposed rollback fails to consider important aspects of the problem set before the agencies by Congress, and also fails to consider discussions of these market failures from the 2012 rulemaking, and so the proposed rollback is arbitrary and capricious.

**E. The agencies should balance their statutory factors using a full and balanced cost-benefit analysis, not a biased and manipulated cost-benefit analysis**

In the past, the agencies have relied on cost-benefit analysis to inform their balancing of their statutory factors. And the agencies should do the same here, after conducting a full, balanced cost-benefit analysis. As we have explained throughout these comments, such as analysis would not support the Proposed Rule.

**Past Reliance on Cost-Benefit Analysis:** Both agencies have relied on cost-benefit analysis in previous rulemakings to provide an explanation and context for their chosen standards. For example, in the 2012 rule, both NHTSA and EPA cited the costs and benefits in discussing the statutory balancing process. EPA stated that “given the technical feasibility of the standard, the cost per vehicle in light of the savings in fuel costs over the lifetime of the vehicle, the very significant reductions in emissions and in oil usage, and the significantly greater quantified benefits compared to quantified costs, EPA is confident that the standards are an appropriate and reasonable balance of the factors to consider under section 202(a).” NHTSA similarly used a marginal cost-benefit analysis to set the 2012 CAFE standards. The agency explained that while the agency is not required to conduct a cost-benefit analysis, “[r]egardless of what type of analysis is or is not used, considerations relating to costs and benefits remain an important part of CAFE standard setting.” Similarly, in setting the CAFE standards for MY 2008-2011, NHTSA used a marginal cost-benefit analysis to determine the maximum feasible standards. The U.S.
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63 Center for Biological Diversity, 538 F.3d at 1186.
Court of Appeals for the Ninth Circuit affirmed the agency’s use of cost-benefit analysis to balance the statutory factors of EPCA, explaining that the balancing was appropriate so long as the agency does not balance the factors in such a way that conflicts with the statute’s energy conservation mandate, and so long as the agency does not “put a thumb on the scale” by undervaluing or overvaluing particular effects.\(^\text{64}\)

In the current rule, the agencies turned their back on these principles and their prior practice without providing a reasoned explanation. Instead, the agencies have balanced the factors in a way that conflicts with their controlling statutes and weighed the statutory factors without regard for the accuracy of the accompanying cost-benefit analysis.

**Errors and Oversights in Balancing the Factors:** The agencies acknowledges that the proposed rollback will increase fuel usage by about 500,000 barrels per day by the early 2030s.\(^\text{65}\) The agencies nonetheless claim that the increased consumption and emissions are justified by the cost savings and safety concerns (in rebound, fleet composition, and mass).\(^\text{66}\) But that analysis is severely flawed.\(^\text{67}\) First, the increased emissions that will result from the proposed action need to be properly incorporated into the cost-benefit analysis. There are significant health and safety issues associated with the increased greenhouse gas emissions which the agencies are ignoring. See Sections I and IX of these comments, and our separate comments on the social cost of greenhouse gases, for a discussion of the treatment of emissions in the agencies’ cost-benefit analysis. Second, the safety considerations have been incorrectly calculated in the cost-benefit analysis. See sections V-VII of these comments for an in-depth discussion of the treatment of scrappage, rebound, and mass effects. The agencies cannot duck their requirements to conserve energy and protect public health and safety by citing automobile safety without an adequate discussion of the health and safety impacts of the Proposed Rule’s increased emissions or without an accurate estimate of the actual safety impact of the rollback versus the 2012 standards.

NHTSA claims that it is allowed to use feasibility concerns to deviate from the regulatory standards that would maximize net benefits.\(^\text{68}\) Yet if a standard truly were not feasible, then its costs would be prohibitively high, and a full and fair cost-benefit analysis would reflect that. After correcting their currently inaccurate estimations of costs and benefits, in the ways we have laid out in these comments, the agencies should rely on a full and balanced cost-benefit analysis. Such a full and fair analysis will reveal that the proposed rollback is not justified, that the 2012

\(^{64}\) *Id.* at 1197.


\(^{67}\) *National Ass’n of Home Builders v. EPA*, 682 F.3d 1032, 1040 (D.C. Cir. 2012).

\(^{68}\) 83 Fed. Reg. at 43,209.
standards remain massively benefit-cost justified, and that, if anything, an increase in stringency is warranted.

**Misleading Fatalities Statistics:** The agencies’ reliance on fatality statistics that include alleged rebound-related traffic fatalities to justify its proposed rollback is arbitrary because the agency’s own cost-benefit analysis finds that the rebound effect will have no net welfare impact. The agencies repeatedly cite as justification for the proposed rollback that it will allegedly “reduce highway fatalities by 12,700 lives.” Half of this figure comes from fatalities allegedly attributed to the rebound effect. Yet the agencies acknowledge that the increase in driving is “freely chosen” and not “imposed by” the standards, and their analysis reflects this fact by showing that the private welfare gained by consumers from driving more due to the rebound effect will offset any fatalities allegedly caused by the rebound effect. As a result, the agencies are misrepresenting the effects of the proposed rollback by claiming 12,700 lives saved. Compounding this error, the accident related costs associated with the increase in driving that results from the scrappage and dynamic fleet share models—which is also “freely chosen”—are inexplicably and unjustifiably not offset by countervailing mobility benefits in the benefit cost analysis—and the agencies inappropriately claim that these traffic fatalities—which comprise the other half of the 12,700 projection—also justify the roll back. Indeed, the agencies entire “safety” justification for the roll back rests solely on their prediction that by rolling back the standards, people will drive less and this will reduce traffic fatalities. The agencies discussion of the “safety” effects of the standards is thus deeply misleading. Furthermore, the projected traffic fatalities figure is never offset by the significant increase in climate- and pollution-related fatalities from the proposed rollback’s increase in greenhouse gas emissions and other pollution. Consequently, the agencies’ justification for the proposed rollback runs counter to the evidence before the agencies.

**Inconsistent Claims on Net External Costs versus Net External Benefits:** In Tables II-25 through II-28, the agencies list positive sums for “net external benefits.” Yet, immediately following those tables, the agencies instead report that the proposed rollback will generate net external costs: “less stringent . . . standards will produce net external economic costs, as the increase in environmental and energy security externalities outweighs external benefits from
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69 83 Fed. Reg. at 43, 212, 43, 231; Id. at 43,105 (discussion of mobility benefits accompanying the rebound effect).

70 83 Fed. Reg. at 42,986, 42,995, 43,152; see also id. at 43,231-43,232 (where EPA inconsistently refers instead to either 15,680 fatalities or 12,903 fatalities).

71 See id. at 43,153, tbl. II-74.

72 Id. at 43,148.

73 Leaving aside the small number of mass reduction related fatalities, which the agencies concede are not statistically significant. NPRM at 43,111

74 E.g., 83 Fed. Reg. at 43,065.
reduced driving and higher fuel tax revenue (line 19).”75 Adding to the inconsistency, the regulatory impact analysis reports on the exact same figures from line 19 but instead writes “the reduction in external costs imposed by vehicle use combines with higher fuel tax revenue to more than offset the increase in environmental and energy security externalities (line 19).”76 The summaries from the Proposed Rule and the PRIA are mirror opposites. Given the wording, this discrepancy cannot have resulted from a mere typographical error. Rather, it seems more likely that, at some point in the agencies’ analysis of the proposed rollback, the agencies had calculated that the rollback would result in a net external economic cost, but then different numbers were used for the tables. Tellingly, EPA’s June 18, 2018 review of the proposed rollback, as shared with OIRA, found that the proposed rollback would cause $83 billion in net social costs.77 If the agencies do calculate a net external cost for the proposed rollback, then the agencies have not explained why the proposed rollback is justified; if the agencies do not calculate a net external cost despite the statement in the Proposed Rule, the agencies have failed to explain what changed in their analysis to completely switch the sign and magnitude of the calculation of net external effects, from a significant cost to an alleged benefit. Either way, as presented currently, the Proposed Rule and its justification are arbitrary.

II. THE AGENCIES HAVE ARBITRARILY INFLATED THE COSTS OF THE BASELINE STANDARDS

The agencies’ estimates of the relative effects on vehicle buyers of the Proposed Rule versus the baseline standards is riddled with errors. First, the agencies have overestimated compliance costs by failing to appropriately model how manufacturers will efficiently deploy flexible compliance options and make fuel economy improvements to reduce their costs. Second, the agencies have overstated the share of vehicle prices that will be passed on to consumers—in particular, to consumers of lower-price vehicles. And third, the agencies have arbitrarily relied on “relatively low” fuel prices to justify the need for the Proposed Rule.

The premise of the Proposed Rule is that, under the baseline standards, vehicle prices will otherwise increase enough to cause a substantial drop in sales, thus allegedly affecting the ability of manufacturers to comply with the standards as well as the relative safety of the cars driven by consumers.78 That price analysis rests on the assumption that manufactures will pass all of their
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75 83 Fed. Reg. at 43,067 (emphasis added).
76 PRIA at 1085.
78 83 Fed. Reg. at 42,993-994
compliance costs on to buyers, a feature known as full “pass-through.” 79 Thanks to this pass-through assumption, NHTSA estimates that vehicles will be approximately $2,700 higher by 2029 under the baseline standards.80 EPA similarly estimates that vehicle prices will be higher by $2,260 in 2030.81 Additional costs from maintenance, financing, insurance, taxes, and other fees brings the agencies’ estimates to a total of $2,810.82 But those price estimates are inflated, because the agencies incompletely model the use of cost-saving flexibilities, wrongly model the decisions about fuel economy improvements and unreasonably assume a full pass-through of costs to consumers, among other reasons. Additionally, those estimates are offset by the lifetime fuel savings of the baseline standards, which the agencies have underestimated.

Correcting these mistakes, together with other errors in calculating the Proposed Rule’s costs and benefits, will show that the baseline standards continue to be benefit-cost justified, and that the Proposed Rule is not justified.

A. The agencies fail to model efficient deployment of all compliance options, including flexibilities, and thus overestimate the baseline standards’ costs

The baseline standards incorporate a number of cost-minimizing flexible compliance options. Manufacturers can reduce their costs of compliance by averaging the efficiency levels of vehicles within a fleet, by generating excess compliance credits in one year and banking them for future use, by promising to over-comply in future years and borrowing those credits to make up for an existing deficit, by transferring credits between fleets, by trading credits with other manufacturers, by generating offset credits (or “adjustments” as NHTSA calls them) through off-cycle technologies and other opportunities, and by efficiently relying on penalties as an upper-bound safety valve on compliance costs, among other things.

Studies show that for both fuel economy standards and EPA’s history with averaging, banking, and trading (ABT) programs, the expected cost savings from employing these kinds of market-based flexible compliance options relative to uniform standards can be as high as 50%.83 These compliance flexibilities are especially beneficial given how heterogeneous the car manufacturers

79 Id. at 43,071; see also id. at 43,135 (“CAFE standards force manufacturers to apply fuel saving technologies to offered vehicles and then pass along the cost of those technologies (to the extent possible) to buyers of new vehicles.”).

80 83 Fed. Reg. at 42,994; see also id. at 43,263-64, Table VII-4 (see last two rows for MY2025).

81 Id. at 43,229

82 Id. at 43,229.

83 See Rubin et al. (2009), at 315–328 (2009) (showing the huge potential of cost savings associated with credit trading between firms for the CAFE program); Newell & Stavins (2003), at 56 (estimating the potential cost savings associated with market-based policies); Carlson et al. (2000) (showing gains from trade in transferable sulfur dioxide emission allowances among electric utilities).
are and how diverse individual manufacturers’ product lines are. And indeed, with companies as
different in their fuel efficiency profiles as Tesla and Porsche, one can expect substantial cost
savings from credit trading and other flexible compliance options. The agencies are well aware
of the cost-minimizing potentially of these flexibilities. In the proposal, the agencies explain
that, “well-functioning banking and trading provisions increase market efficiency and reduce the
overall costs of compliance with regulatory objectives.” Moreover, as the agencies acknowledge,
the introduction of trading has changed the decisions made by manufacturers: “Since NHTSA introduced trading and transferring, manufacturers have largely traded or
transferred credits in lieu of paying civil penalties.” The agencies also acknowledge “that
buying and selling credits is a more cost-effective strategy for manufacturers than paying civil
penalties” and quote the decrease in civil penalties paid annually.

By failing to model the most efficient deployment of all these cost-minimizing compliance
flexibilities, both NHTSA and EPA have overestimated the costs of complying with the baseline
standards.

1. Manufacturers would not automatically apply all technologies defined by the agencies as “cost-effective”

Figure 9 below, copied from NHTSA’s Draft CAFE Model Documentation, illustrates how the agencies simulate the manufacturer’s compliance decisions in every model year. As shown in
Figure 9, the agencies assume that manufacturers apply all technologies considered “cost-effective” in the first step, regardless of how much compliance is needed or how many credits

84 More formally, the more the marginal costs of compliance differ between the producers, the more costs are
saved when trade is introduced. See Administrative Conference of the United States, Recommendations 2017-4 on
permit programs are more beneficial when “Regulated parties have sufficiently differing compliance costs, such that
the savings from trading are likely to be greater than transaction costs.”).

will have credit accounts with NHTSA, and will be able to hold credits, apply them to compliance with CAFE
standards, transfer them to another ‘compliance category’ for application to compliance there, or trade them.”); id. at
14,218 (“In the event that a manufacturer does not comply with a CAFE standard, even after the consideration of
credits, EPCA provides for the assessing of civil penalties.”); 81 Fed. Reg. at 95,489 (“[S]ince the introduction of
credit trading and transfers for MY 2011 and after, many manufacturers have taken advantage of those flexibilities
rather than paying civil penalties for non-compliance.”).

87 Id. at 42,999.
88 Id. at 43,451.
89 Id. at 43,451.
90 Draft CAFE Model Documentation, July 2018, Figure 9, at 69, available at ftp://ftp.nhtsa.dot.gov/CAFE/2021-
2026_CAFE_NPRM/CAFE_Model/CAFE_Model/CAFE_Model_Documentation_NPRM_2018.pdf (last accessed
they have available. The problem with this assumption lies in the definition of “cost-effective technologies.” According to the agencies, cost-effective technologies are the technologies that cost less than the sum of compliance costs that the technology avoids\(^91\) plus the value of 2.5 years of fuel savings achieved by the technology.\(^92\) Given those numbers, some manufacturers could be predicted to over-comply in every year on a technological basis, even as available credits are left to expire.

If consumers are demanding these cost-effective technologies such that manufacturers can earn a profit by including them, that assumption may make some sense. However, the assumption clashes directly with the contradictory assumption that the agencies rely on in the model's sales module, where they implicitly assume that customers entirely disregard fuel efficiency in their purchasing decisions.\(^93\) In that model, the failure to include any estimate for consumer valuation leads the agencies to overestimate how the baseline standard’s alleged price increases will depress sales of new vehicles (The problematic assumptions of the sales module, and the inconsistency with the agencies’ other assumptions on consumer valuation of fuel economy, are discussed in Section III.)

At the same time, the agencies’ schematic of manufacturers’ compliance decisions in Figure 9 assumes that manufacturers think that consumers value fuel economy enough that they will demand every technological option with a 2.5-year payback period, even if it causes the manufacturer to over-comply with the standards year after year.

Those positions are inconsistent. The agencies cannot have it both ways. Like under Figure 9’s 2.5-year payback assumptions, the agencies’ sales module should also assume that consumers do value fuel savings, as explained in Section III, thus changing the estimates of new vehicle sales under the baseline standards.

\(^{91}\) In the case of the CAFE program, this value represents the change in CAFE civil penalties (or fines).

\(^{92}\) See CAFE Model Documentation at 72-75 (explaining cost-effective technologies); 83 Fed. Reg. at 43,179, 43,225.

\(^{93}\) The assumption that customers do not value fuel efficiency is irrational. See Section III.
Furthermore, it is unreasonable to assume, that manufacturers will only use their expiring credits or other compliance flexibilities after they have applied all cost-effective technologies, as seen in Figure 9. A manufacturer would not let a credit expire while using costly fuel efficiency technologies. They would be even less likely to do that if customers did not value the technology, as the agencies assume in the sales model. These unreasonable assumptions lead to an overestimation of fuel economy costs and thus bias the findings.
Perhaps a manufacturer would apply cost-effective technologies before using all available credits if the manufacturer is able to transfer or trade any credits about to expire. Yet, as explained more below, the agencies have not fully modeled the trading of excess credits, even when permitted to by statute. This failure further leads to a biased overestimate of total compliance costs for the entire industry.

2. **Many of the agencies’ failures to consider efficient deployment of banking, borrowing, trading, and offsets are not mandated by the statute**

The proposed rollback explains that the agencies’ model reflects banking as well as transfers between car and truck fleets, but not borrowing or trading. Yet banking and transferring are not accurately modeled. While NHTSA has some limits on what flexibilities it can consider when setting standards, many of the omissions of compliance flexibilities from the model are not dictated by limits in NHTSA’s statutory authority; moreover, EPA does not even face such limits.

**Banking:** The model’s default assumption is that manufacturers will hold on to banked credits “for as long as possible,” applying credits only after all technological options have been exhausted, and even applying expiring credits only after all “cost-effective” technological options have been exhausted. The model also does not fully capture that manufacturers may strategically over-comply in some years to bank more credits. These assumptions are incorrect and will lead to an overestimation of costs. In reality, manufacturers will take a long-range view to planning their compliance and will identify the most cost-efficient times to generate credits, bank credits, and use credits. Sometimes a manufacturer will be able to save money by over-complying in early years when standards are less stringent, banking those credits, and then applying those credits in later years before installing costlier technologies. The model ignores these potential cost savings.

The model also only incompletely counts credits banked in years before the Proposed Rule would take effect. NHTSA claims that its statutory instructions prohibit it from considering credit availability in setting standards, and so only models credits that are already banked or will be banked and used through “the last year for which new standards are not being considered (MY 2019 in this analysis).” First of all, because the Proposed Rule starts in MY 2021, that means MY 2020—not MY 2019—is the last year for which new standards are not being considered. This difference matters, especially because ignoring a full year of early banked credits will make it seem like manufacturers are further behind in meeting their compliance than they really are, which will affect the agencies’ assumptions about the compliance costs.
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95 Id. at 43,181.
96 Id. at 43,183.
manufacturers will face from MY 2021 and on. Second, it is not clear that the statutory prohibition on considering credit availability was intended to apply to banked credits. The statutory limit on considering “trading, transferring, or availability of credits,” 42 U.S.C. § 32902(h)(3), was added in 2007 as a “conforming amendment” to the Energy Independence and Security Act, which was the statute that gave NHTSA authority to allow credit trading and transferring;97 meanwhile, banking and borrowing have been part of NHTSA’s authority since the original Energy Policy and Conservation Act of 1975.98 In 1989, for example, NHTSA explicitly relied on the availability of “credit banks” to justify maintaining the MY 1990 standard at 27.5 mpg instead of lowering its stringency.99 NHTSA has not explained why it now believes it may not more fully consider banking. Third, whatever statutory limit may apply to NHTSA does not apply to EPA under the Clean Air Act. And yet, not only has EPA not separately modeled the cost-saving potential of banking more thoroughly, but the model does not even fully reflect the availability of already-banked CO₂ credits, because the “CAFE model was not modified to allow exceptions to the [assumed five-year] life-span of compliance credits” even though EPA credits for MY 2009-2011 may be used through MY 2021.100

All of these errors and unnecessary omissions result in the agencies overestimating total compliance costs, by failing to capture the full cost-saving potentials of banking. The agencies have made similar errors and omissions for all the other flexible compliance options: borrowing, transferring, trading, offsets, and penalties.

**Borrowing:** The agencies acknowledge that manufacturers have, in the past, sometimes made use of the cost-savings afforded by borrowing, but they chose not to include borrowing in the model because they assume manufacturers would not want to accept the “risk” of this flexible compliance strategy.101 The agencies do not explain why they believe manufacturers would be particularly risk averse to the use of this compliance flexibility. The fact that manufacturers have, in fact, used borrowing in the past to help save on compliance costs indicates that the agencies should not be so quick to omit borrowing from the model. The result of that omission is likely an overestimation of compliance costs.

**Transferring:** Just as the model does not fully capture how manufacturers will strategically over-comply in order to bank credits, the model also does not fully capture how manufacturers may
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98 Pub. L. 94-163 § 301 (amending the Motor Vehicle Information and Cost Savings Act §§ 503(a)(1) (on averaging) and § 508 (on banking)).
99 54 Fed Reg. 21,985, 21,994 (May 22, 1989) (“given their credit banks, both GM and Ford can easily comply with the MY 1990 standard of 27.5 mpg by use of carryforward credits, i.e., ones that have already been earned”).
100 83 Fed. Reg. at 43,183.
101 Id.
save on total costs by over-complying in one fleet to transfer credits to another fleet.102 Furthermore, “[t]he model prefers to hold on to earned compliance credits within a given fleet,” because that is the behavior the agencies have observed from the manufacturers going back to 2009.103 Yet historical compliance behavior under less stringent standards is not necessarily a useful template for how manufacturers would respond in the future under more stringent standards. As the agencies acknowledge, under the CO₂ standards, given the availability of more early compliance credits, manufacturers have been more strategic about transferring credits between fleets to minimize their costs.104 The agencies’ failure to more realistically model the efficient use of transferring results in an overestimation of total compliance costs.

Trading: The agencies say they have “not attempted” to model trading.105 Though NHTSA may have some statutory limits on its ability to consider the cost-saving potentials of credit trading, EPA does not face any such statutory limits under the Clean Air Act. The agencies do include a sensitivity analysis that, by pretending all cars and trucks were manufactured by a single company, imperfectly approximates the conditions of trading.106 Even this imperfect exercise suggests the cost savings afforded by trading could be substantial: by the agencies’ own estimates, costs drop by over 12%.107 Yet in relegating this consideration to a single scenario in the sensitivity analysis, EPA has failed to consider how a model of the cost-savings of trading—combined with other necessary corrections to misestimates of costs and benefits and with other plausible assumptions also buried in sensitivity analysis—could further confirm what the agencies already know from the 2016 midterm evaluation: that compliance with the baseline standards is feasible and affordable, especially compared to the baseline standard’s massive benefits. Instead, by relegating any consideration of trading to an imperfect sensitivity analysis, EPA has overestimated compliance costs.

Air-Conditioning and Off-Cycle Credits/Adjustments: The model “does not attempt to project how future off-cycle and A/C efficiency technology use will evolve . . . . Rather, this analysis uses the off-cycle credits submitted by each manufacturer for MY 2017 compliance and carries these forward to future years with a few exceptions.”108 For some manufacturers, that means the agencies assume zero or low109 use of off-cycle adjustments in perpetuity, just because of their
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109 Id. at 43,160, tbl. II-79.
compliance choices for MY 2017. That is an illogical and arbitrary assumption. Rather, the agencies should assume that manufacturers will efficiently deploy all cost-saving offset opportunities, especially in the face of increasingly stringent standards.

**EPA Is Not Constrained by EPCA:** To whatever extent EPCA may limit NHTSA’s ability to consider credit trading and transferring, such limits do not extend to EPA. EPA is *not* statutorily prohibited from taking credit trading and transferring into account in setting its standards, and it thus has no excuse not to consider them in analyzing the costs of the standards. To the contrary, EPA is required to “giv[e] appropriate consideration to the cost of compliance,”110 and by failing to consider the availability of a cost-minimizing compliance strategy, the agency fails to consider an important element of its statutory factors.

If EPA fully models the rational use of credits while NHTSA does not, it is possible that the two agencies would reach somewhat different conclusions about what level of standards are justified. EPA might be tempted to ignore such analytical results and, instead of adopting the standards shown to be cost-benefit justified, just continue to match NHTSA’s standards. Yet EPA is not allowed to set lower standards just for the sake of harmonization; to the contrary, full harmonization may be inconsistent with EPA’s statutory responsibilities. Harmonization would have very real costs in terms of forgone emissions reductions and consumer savings and would go against EPA’s statutory mandate. In addition, EPA would have to assess those costs and explain why the alleged benefits of harmonization would justify those very real costs. The Proposed Rule fails to satisfy this standard.

**How the Agencies Considered Compliance Flexibilities in 2012:** In prior rules, the agencies discussed and analyzed the impact of various compliance flexibilities when assessing whether new standards were feasible.111 For example, in 2012, EPA embraced credit trading as a mechanism that allows manufacturers to comply with the standards in the most cost-effective way and took compliance flexibilities such as trading into account.112 And despite NHTSA’s statutory restriction, NHTSA acknowledged in 2012 that credit trading would reduce the cost of complying with the standards to a meaningful extent.113 In fact, in 2012 NHTSA provided an estimate of the impact that those flexibilities have on the costs and found that compliance flexibilities would reduce the cost of additional technology needed for compliance by $20 billion, or about 15% of the total estimate.114
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112 Id. at 62,649, 62,776.
113 Id. at 63,082-83.
114 Id. at 63,084.
Importantly, the 2012 analysis found the standards were beneficial even without these savings. Currently, since the agencies now assert that the costs of the original standards exceed their benefits, accounting for credit trading might change the outcome of the analysis and show that the proposed rollback is not justified.

In order to satisfy the requirement to provide a reasoned explanation, this issue must be addressed. When an agency reverses course through a repeal, it must provide a “reasoned explanation” for dismissing the “facts and circumstances that underlay” the original rule.\(^\text{115}\) EPA has given no reason for not taking these flexibilities into account now in deciding to roll back its standards. And both NHTSA and EPA have failed to provide a reasoned explanation for ignoring the impact of credits and trading on compliance costs. At minimum, EPA needs to fully incorporate credit trading into its model for the years 2016-2030.

**Risk Aversion:** As a justification for disregarding credit trading, the agencies claim that “long-term planning is an important consideration for automakers,” and that “firms may be reluctant to base their future product strategy on an uncertain future credit availability.”\(^\text{116}\) But the industry has a well-known track record of using trading and it is unlikely that the market would dry up. The manufacturers face uncertainty that will affect any compliance strategy: uncertainty from steel tariffs and technological innovation and so forth. There is no reason to think that vehicle manufacturers would be particularly risk averse to these particular types of compliance flexibilities. Averaging, banking, and borrowing have been part of the CAFE program since 1975.\(^\text{117}\) While trading and transferring were added to the CAFE program later, vehicle manufacturers have been familiar with trading since EPA finalized rules for heavy-duty truck emissions in 1990.\(^\text{118}\) Vehicle manufacturers have been comfortable with these compliance flexibilities for decades, and activity in the credit trading markets has increased in recent years.\(^\text{119}\) The assumption that industry would be reluctant to use a proven tool that could save it money is arbitrary.

Additionally, there are a variety of ways to structure a credit market, through futures and liability schemes and banking, which can minimize many potential uncertainties.\(^\text{120}\) Not only have manufacturers not been calling for such tools, suggesting perhaps a lack of particularized risk here, but also the agencies have failed to explore such tools if they do indeed perceive a risk. In

\(^{115}\) *Fox Television Stations*, 556 U.S. at 515-16.


\(^{117}\) Energy Policy and Conservation Act of 1975, Pub. L. 94-163 § 301 (amending the Motor Vehicle Information and Cost Savings Act §§ 503(a)(1) (on averaging) and 508 (on banking)).


\(^{119}\) Leard & McConnell (2017).

\(^{120}\) Schwartz (2017).
any event, uncertainty applies to almost all businesses and there is no reason to believe that the vehicle industry is particularly risk averse. For instance, the supply of many “rare earth elements,” rare minerals or elements needed to build products in the high tech industry, is legitimately uncertain. But many high tech companies nonetheless operate under on the assumption that those materials will be available in developing their technologies. The availability of trading here is much more certain than the availability of rare earths, and manufacturers are very likely to assume that trading will continue to be available.

3. NHTSA’s assumption about which manufacturers are willing to pay penalties leads to an overestimate of compliance costs

The CAFE penalties work like safety valves because they allow car manufacturers to either comply with the standards or pay the penalty if compliance costs are too high. Consequently, when the marginal cost of compliance is lower than the penalty, companies comply with the standards. But when the marginal costs of compliance with the standards exceed the penalty, companies tend to choose to pay penalties.

In assessing the costs of the baseline standards, NHTSA assumes that manufacturers consider paying penalties as a form of compliance only when all cost-effective technologies have already been deployed, and even then assumes that any manufacturer without historic evidence of willingness to pay penalties will instead opt for any non-cost-effective technologies before using any available credits. Ultimately, NHTSA assumes that most manufacturers are not willing to pay penalties beginning in 2020. This effectively inflates the aggregate compliance costs. Combined with NHTSA’s disregard for usage of credits after 2020, this assumption implies that each fleet needs to reach at least the fuel efficiency level prescribed by the standards in the given year through technology alone. Such modeling is equivalent to modeling a command-and-control regulation without any flexibilities and, by definition, will result in overstated compliance costs.
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122 https://www.osa-opn.org/home/articles/volume_22/issue_7/features/rare_earth_elements_high_demand_uncertain_supply
123 NHTSA, CAFE Pub. Info. Ctr., Civil Penalties, https://one.nhtsa.gov/cafe_pic/CAFE_PIC_Fines_LIVE.html (“Manufacturers that do not meet the applicable standards in a given model year can pay a civil penalty.”); NHTSA, CAFE Overview, https://one.nhtsa.gov/cafe_pic/CAFE_PIC_home.htm (describing the penalties as one option among several “compliance flexibilities”); See also Stranlund (2017), at 238 (describing the economics of compliance); Jacoby & Ellerman (2004) (describing the use of the safety valve principle to limit the cost of emissions restrictions); Roberts & Spence (1976) (describing the benefits of a penalty system enhancing the emission licensing when the abatement costs are unknown; Pizer, (2002) (describing the welfare benefits of enhancing quantity controls by using price controls like penalties when the compliance costs are unknown to the regulator).
124 The assumptions regarding manufacturer behavior with respect to civil penalties is presented in Table–II–86, 83 Fed. Reg. at 43,180.
The assumptions NHTSA makes about which manufacturers are unwilling to pay penalties are arbitrary. NHTSA claims to base them on the historic data, but that data comes from a time when regulation stringency was much lower as compared to future standards.125 Under such circumstances, there is no reason to assume—and NHTSA has not explained—that past compliance behavior provides enough relevant information to reliably predict manufacturers’ future compliance strategies. With an increased penalty and more stringent fuel economy standard, historic compliance levels are likely to change going forward.126

Historical observations cannot explain all of the assumptions made by the agencies. The arbitrariness of NHTSA’s penalty assumption is visible in its treatment of FCA (Fiat Chrysler Automobiles), for which NHTSA assumes willingness to pay penalties until year 2025 but never afterwards. NHTSA provides no justification for that arbitrary assumption.127

NHTSA assumes that most manufacturers will be unwilling to pay penalties based in part on the fact that most manufacturers have not paid penalties in recent years. The Proposed Rule cites the statutory prohibition on NHTSA considering credit trading as a reason to assume manufacturers without a history of paying penalties will comply through technology alone, whatever the cost.128 But this is an arbitrary assumption and is in no way dictated by the statute. NHTSA knows as much, since elsewhere in the proposed rollback, the agency explains “EPCA is very clear as to which flexibilities are not to be considered” and NHTSA is allowed to consider off-cycle adjustments because they are not specifically mentioned.129 But considering penalties are not mentioned as off-limits for NHTSA in setting the standards either. Instead, the prohibition focuses on credit trading and transferring. The penalty safety valve has existed in EPCA for decades, and Congress clearly would have known how to add penalties to the list of trading and transferring. The fact that Congress did not bar NHTSA from considering penalties as a safety valve means that NHTSA must consider manufacturer’s efficient use of penalties as a cost-minimizing compliance option. Besides, NHTSA does consider penalties for some of the manufacturers making its statutory justification even less rational.

The agencies also explain that, since the Clean Air Act does not contain a specific civil penalty provision, the model does not assume that manufacturers will choose non-compliance with the CO₂ standards. To the extent it may be true that few manufacturers have a history of failing to comply with EPA’s CO₂ standards, it is only because of the existence of useful compliance


126 See id.

127 “The notable exception to this is FCA, who we expect will still satisfy the requirements of the program through a combination of credit application and civil penalties through MY 2025 before eventually complying exclusively through fuel economy improvements in MY 2026.” 83 Fed. Reg. at 43,181.

128 Id. at 43,181.

129 Id. at 43,212.
flexibilities like trading and borrowing. And yet the model does not capture trading and borrowing for CO₂ credits, nor does it accurately model other compliance flexibilities. The lack of a civil penalty provision in the Clean Air Act only highlights the need for EPA to fully model all available compliance flexibilities. Otherwise, EPA will overestimate compliance costs, as it has done in the proposed rollback.

4. Credit use does not show that the baseline standards are unaffordable

The agencies’ justification for the Proposed Rule also misrepresents how manufacturers make their compliance credit decisions. According to the agencies, further proof that consumers do not sufficiently value fuel efficient vehicles lies in the fact that manufacturers have begun using credits to comply with the baseline standards. This conclusion, however, gets the logic of credit use wrong.

Though automakers have indeed used banked credits to meet some of their compliance obligations under the baseline standards in the last couple of years, there are at least two other reasons to explain that use, which are more likely than the argument that manufactures think they will not be able to comply with the standards in the future.

First, automakers have an incentive to use their banked credits if they are about to expire. Credits earned in a given year can be banked for only a limited number of years, and it would be a waste of money on the part of automakers to fail to use banked credits (or sell for usage) before they expire.

Second, automakers have an incentive to use banked credits when they expect that the future standards will be easier to achieve—not when they expect future standards to be more costly, as EPA asserts. A bank of credits is similar to a “rainy day fund.” With a rainy day fund, if a person expects to need the fund in the near future, it would be foolish to use it today. If that person were to use the funds in such a case, the funds would be unavailable when they are really needed in the future. Similarly, if automakers expected compliance to be even more costly in the future, it would not make sense for them to use up their bank of credits right now.
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130 Id. at 43,217; id. at 16,079.
133 Credits are usually available for five years, but some credits are available for different periods of time. See 40 CFR § 86.1865-12(k)(6)(ii).
Given this logic, the use of credits over the last couple of years (starting before the election of President Donald Trump, and so starting before promises began to be made about a rollback),\textsuperscript{134} indicates that automakers may believe compliance will be less costly in the future than now. Given that the standards are scheduled to go up from 2022 through 2025, why might automakers expect compliance to be easier in the future? Three factors likely explain this belief.

First, rising consumer demand for fuel efficient vehicles caused by increasing fuel prices, as discussed in Section II.C. below, will make compliance easier. Second, increasing availability—and the lower cost—of low-emission vehicle technology will also make compliance less costly. An industry group released a recent analysis of electrified vehicle sales,\textsuperscript{135} showing that sales of electrified vehicles have grown for the last two years, both in absolute terms and as a fraction of overall new vehicle sales.\textsuperscript{136} This continues a long-running trend of growth in electrified vehicle sales that began when mass-market hybrid vehicles were released in the late 1990s.

Focusing in particular on sales of fully electric cars and trucks, sales growth is even stronger: 2017 was a record year for sales of fully electric vehicles. There were 199,826 fully electric vehicles sold in 2017, an increase of 25% relative to 2016, substantially outpacing growth in sales of vehicles overall.\textsuperscript{137} In 2017, fully electric vehicles constituted just over 1% of all new vehicles sold in the United States.\textsuperscript{138} In 2016, EPA found that the 2022–2025 standards would be achievable if even 2% of new vehicle sales are electric by 2025.\textsuperscript{139} If sales continue to grow at their current rate, then fully electric vehicle sales will be at least double this amount by 2025. Current projections from the EIA show that fully electric vehicles are predicted to be 5.5% of new car sales by 2025.\textsuperscript{140}

\textsuperscript{134} See EPA (2018) Manufacturer Performance Report at iv (reporting that “[u]nlike the previous four years, in which generating credits was the norm, most large manufacturers (with sales greater than 150,000 vehicles) generated deficits in the 2016 model year” and reported sufficient credits available from prior model years to be able to offset that deficit).

\textsuperscript{135} This figure appeared as early as December 2017 in a Center for Automotive Research presentation. Chen (2017), at 18.

\textsuperscript{136} Bailo et al. (2018), at 9.

\textsuperscript{137} Jonathan M. Gitlin, 2017 was the best year ever for electric vehicle sales in the US, ARSTECHNICA (Jan. 4, 2018), https://arstechnica.com/cars/2018/01/2017-was-the-best-year-ever-for-electric-vehicle-sales-in-the-us/.

\textsuperscript{138} Id.


Third, the generous electric vehicle credits available under the baseline standards may explain why automakers have expected compliance to be less costly. Since 2017, electric vehicles have allowed automakers to earn credits that can be used to meet compliance shortfalls due to sales of less-efficient vehicles. The credits earned by electric vehicles are especially valuable, because they also earn a “multiplier incentive” from EPA. Any credit earned for sale of an electric vehicle in 2017 through 2019 is doubled. Credits earned in 2020 are worth 1.75 traditional credits, and in 2021, they will be worth 1.5 traditional credits. The electric-vehicle credits give automakers substantial flexibility when meeting the standards. Given the significant benefits that electric-vehicle sales provide to manufacturers seeking to comply with the standards, the recent high projections of sales of electric vehicles indicate that automakers will have an easier time meeting the standards than EPA could have expected in 2012 or even when analyzing the Final Determination in 2016 and 2017.

B. The agencies’ assumption that manufacturers will pass all compliance costs through to consumers is unreasonable

The agencies’ full pass-through assumption is unreasonable for two further reasons having to do with the structure of the vehicle markets.

1. Market power

First, the existing level of market power in the vehicle industry means that firms may not pass on all of their costs to consumers. When an industry is perfectly competitive, manufacturers cannot charge consumers more than their marginal cost of production, because competitors are ready and waiting to lure away their customers. Thus, with perfect competition, prices equal the marginal costs of production. In such a case, if production costs increase, the prices rise correspondingly. But the vehicle industry is still characterized by some degree of market power, which means that manufacturers are less constrained in what they chose to pass on to consumers. In other words, firms in a market that is not perfectly competitive likely have a profit margin that is bigger than their marginal cost of production, and they can choose not to pass the

141 Draft TAR at 11-6. The multiplier for fully electric vehicles ends in 2021, but the credits earned until that point will be available for use for five years after the year in which they were earned.

142 Id. at 11-4.

143 83 Fed. Reg. at 43,071.

144 The market has become increasingly competitive. But strong product differentiation and huge fixed costs of entry have shielded the industry from becoming fully competitive. As a result, only four firms hold 58.1% of the market. Calculations of CR4 based on data from https://www.statista.com/statistics/249375/us-market-share-of-selected-automobile-manufacturers. Because of this consolidation, the sector has some monopolistic competition, if not an oligopolistic structure.
full cost increases on to consumers through price increases, because they have the ability to absorb costs into their profit margin. The agencies acknowledge that manufacturers have some ability to absorb costs into their profit margin, thus supporting the assumption that manufacturers may choose to do so.

2. **Mix shifting**

Second, in their pursuit of profits, manufacturers can be expected to use any available means of reducing compliance costs. And as the agencies acknowledge in the proposal, when deciding how to meet the standards, vehicle manufacturers can and do take into account consumers’ demand for individual vehicle models and their attributes. Using that information, manufacturers adjust prices across their fleet to optimally attract customers toward more fuel-efficient vehicles—a practice called *mix-shifting*. As the agencies admit, this practice allows manufacturers to cross-subsidize the prices of entry-level vehicles to keep monthly payments low and attract new and young consumers to their brand. It also allows manufacturers to shift the cost of fuel efficiency and emissions control improvements to categories of vehicles where consumers are less price-sensitive, such as luxury vehicles. This approach minimizes the total compliance cost, and in particular minimizes the pass through of costs to consumers of lower-price vehicles. As a result, economic studies tend to point to less than 100% pass through.

While the agencies acknowledge cross-subsidization in the Proposed Rule, in their price analysis, the agencies claim that “it is reasonable to assume that all incremental technology costs
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145 See Hourcade et al. (2007).


147 *See* Anne C. Mulkern, *Economists see errors in government claims on pricing*, E&E NEWS (August 6, 2018), [https://www.eenews.net/climatewire/2018/08/06/stories/1060092785](https://www.eenews.net/climatewire/2018/08/06/stories/1060092785) (quoting economist Mark Jacobsen, associate professor of economics at the University of California, San Diego as saying that “Automakers don’t always raise the price of cars relative to the costs of meeting fuel economy standards” but that instead automakers have “price points they’re trying to meet for specific markets.”).


149 *See* Luk et al. (2016), at 154–171; *see also* Goldberg (1998); Austin & Dinan (2005).

150 83 Fed. Reg. at 43,224; *see also id.* at 43,083 (acknowledging that technology costs could, among other options, be paid for by manufacturers or dealers rather than be passed onto consumers in their entirety).

151 Gron & Swenson, (2000), at 316 (rejecting the hypothesis of full cost pass-through and constant markup).

152 “All of this is paid for through cross subsidization by increasing prices of other vehicles not just in California and other States that have adopted California’s ZEV mandate, but throughout the country.” 83 Fed. Reg. at 42,999. In addition: “If the body-style level average price change is used, then the assumption is manufacturers do not cross-subsidize across body styles, whereas if the average price change is used then the assumption is they would proportion costs equally for each vehicle. These are implementation questions to be worked out once NHTSA has a historical data source separating price series by body styles, but these do not matter in the current model which only considers the average price of all light-duty vehicles. 83 Fed. Reg. at 43,095.
can be captured by the average price of a new vehicle.”153 This approach completely overlooks vehicle and customer heterogeneity and ignores the profit-maximization idea behind mix-shifting.154

In 2012, the agencies acknowledged mix-shifting and pointed to its importance going forward.155 However, because mix-shifting can only decrease costs compared to baseline standards and the agencies had already found the rule to be beneficial, there was no need for mix-shifting modeling in 2012. But now, the agencies claim that the benefits of the baseline standards no longer outweigh the costs.156 Yet the agencies cannot possibly reach such a conclusion before they have considered the impact of mix-shifting. Given that the agencies currently find the baseline standards to be detracting from welfare, they should ensure that their results are not driven by biased methodology that inflates the costs of the regulation.

Moreover, evidence of the industry’s recent performance, cited in the Proposed Rule, shows that manufacturers have been able to comply with the standards over the past ten years without detriment to their fleets.157 For example, the agencies explain that manufactures have been able to reduce fleet-wide CO2 emissions while continuing to produce a diverse fleet.158 This was likely helped in part by the ability to shift any increase in costs due to the standards to models, such as luxury vehicles, where consumers are less likely to react to the price difference and thus continue to keep prices at a competitive level. The agencies now argue that the Proposed Rule is justified on the ground that something different “may” happen with compliance levels than was assumed in the baseline standards.159 But that conjecture is insufficient to show that “there are good reasons for the new policy.”160

154 See Anne C. Mulkern, Economists see errors in government claims on pricing, E&E NEWS (August 6, 2018), https://www.eenews.net/climatewire/2018/08/06/stories/1060092785 (quoting economist Christopher R. Knittel, professor of economics at MIT as saying in the context of mix-shifting that “They [the agencies] add up what those technologies would cost, and then that is the change in prices of the vehicles. The EPA and NHTSA analysis, I think, is missing a major part of how the markets operate in the presence of fuel economy standards.”).
155 77 Fed. Reg. at 63,068 (“We recognize, however, that many manufacturers do in fact cross-subsidize to some extent, and take losses on some vehicles while continuing to make profits from others. NHTSA has no evidence to indicate that manufacturers will inevitably shift production plans in response to these final standards, but nevertheless believes that this issue is worth monitoring in the market going forward.”).
156 As these comments explain, the agencies’ analysis is fundamentally flawed.
158 Id. at 43,230.
159 Id. at 43,231.
160 Fox Television Stations, Inc., 556 U.S. at 515; see also NetCoalition v. SEC, 615 F.3d 525, 539 (D.C. Cir. 2013) (holding that the court would not “defer to the agency’s conclusory or unsupported suppositions” (internal quotation marks omitted)).
3. The agencies provide no evidence for their claim of past price increases due to the baseline standards

The agencies’ suggestions that evidence of full pass-through lies in recent vehicle price increases are also incorrect.

According to the agencies, there have been “tremendous increases” in vehicle prices over the last decade, making vehicles “increasingly unaffordable.” But historical prices do not support the agencies’ conclusions. As independent surveys show, over the last ten years, the price of lower-cost vehicles has remained constant despite recent increases in the stringency of standards. A study by Synapse Economics shows that the range of prices of new vehicles has increased, but those increases occurred because the price of high-end vehicles has gone up as more features have been added. The price of more affordable vehicles, on the other hand, has not changed in real terms.

Moreover, the agencies’ narrative about the average vehicle becoming unaffordable for the median household is ill-conceived and misleading. By definition, the median household does not buy an average vehicle, but rather a median vehicle. To illustrate why that matters, assume that the price of only the most expensive makes (e.g., only Mclaren vehicles) increases. For the median household, this will have no implications: as the median household never buys the most expensive makes, the price of the vehicles it buys has not changed. However, the average price would increase, so using the agencies’ logic, we would deduce that the increase of Mclaren car price would make the cars less affordable for the median household. That is obviously unreasonable.

In addition, in its discussion of affordability, the agencies also disregard the fact that the recent changes in average vehicle price can be, and in fact are, demand-driven and thus reflect the shift in consumer preferences, and not a financial burden for customers. For example, the agencies claim that “new vehicles become increasingly unaffordable—with the average new vehicle transaction price recently exceeding $36,000—up by more than $3,000 since 2014 alone.”

---


163 (“In fact, a recent independent study indicated that the average new car price is unaffordable to median-income families in every metropolitan region in the United States except one: Washington, DC. Figure I-2 with the average new vehicle transaction price recently exceeding $36,000—up by more than $3,000 since 2014 alone. 83 Fed. Reg. 42,993-42,994.

164 Id. at 42,993.
However, as the quoted article explains: “shifting sales mix to trucks and SUVs has been particularly extreme lately, and as volume shifts away from cars, the average vehicle price ticks up.”

Clearly, in that context, the agencies’ concern about decreasing affordability is misplaced—it is the consumers that have been choosing, on average, the more expensive types of cars.

C. The agencies’ reliance on “relatively low” fuel prices is arbitrary and capricious

The agencies’ conclusions about the need for the Proposed Repeal also rest on the claim that fuel prices are “relatively low” when compared to fuel prices in 2012. According to the agencies, because of these lower prices, consumers have chosen to buy vehicles that do not improve manufacturers’ compliance positions. For example, according to the agencies, because of the new fuel prices, consumers are not interested in hybrids. And according to the agencies, because of these “new facts and circumstances,” the agencies are justified in rejecting the 2012 facts and analyses.

But the agencies have arbitrarily ignored EPA’s analysis in 2016 and the 2017 Final Determination, which show that the baseline standards were still achievable and justified even though fuel prices had dropped since 2012. For the 2017 Final Determination, EPA’s central analysis used the EIA Annual Energy Outlook 2016 (“2016 AEO”) forecast of gasoline prices, and analyzed scenarios that included a low estimate of $1.97, up to a high estimate of $4.94. After analyzing those scenarios, EPA found that even with the lowest prices projected in AEO 2016 of close to $2, the “lifetime fuel savings significantly outweigh the increased lifetime costs” of the GHG Standards. In ignoring the 2017 analysis, the Proposed Rule has failed to provide a “reasoned explanation” for dismissing the “facts and circumstances that underlay” the original rule rendering its analysis arbitrary and capricious.

---


166 83 Fed. Reg. at 42,993; id. at 43,069 (explaining that both the high and low fuel prices from 2017 are lower than they were in 2011); id. at 42,993 (“Things have changed significantly since 2012, with fuel prices significantly lower than anticipated, and projected to remain low through 2050.”).

167 Id. at 43,217.

168 Id. at 43,222.

169 Id. at 43,226.


171 Fox Television Stations, 556 U.S. at 515-16.
Moreover, even if fuel prices are slightly lower than in 2012, for the last several years, fuel prices have been rising again. Fuel prices have been rising steadily since 2016, and as of October 6, 2018, are at $2.866. In the last year, fuel prices have risen by more than 10%. With oil prices reaching currently around $83 per barrel of Brent crude, some analysts and commodity traders predict that 2019 might see prices above $100 per barrel.

If fuel prices rise in line with these forecasts, those rising fuel prices will give consumers an increased incentive to buy fuel-efficient cars, raising demand for fuel efficient vehicles and making it easier for automakers to comply with the standards. Indeed, even if fuel prices do not actually rise, a 2013 study shows that consumers believe future prices will be the same as current prices (stated more formally, average consumer beliefs are typically indistinguishable from a no-change forecast). So the fact that prices are currently rising will motivate consumers to buy more fuel-efficient vehicles. In other words, even if consumers just expect fuel prices to rise (whether or not they actually rise), consumers will have the incentive to buy fuel-efficient cars.

In any event, fuel prices change very quickly and the accuracy of the forecast tends to be very low. As such, the agencies should recognize that the value of fuel efficiency provides an insurance value against future and unpredictable developments in gasoline markets. The agencies should not relegate any consideration of different, realistic gas prices to the sensitivity analysis, but instead should more systematically incorporate various gasoline price scenarios into their main analysis.

III. THE AGENCIES HAVE ARBITRARILY IGNORED CONSUMER VALUATION OF FUEL SAVINGS AND THE WELFARE BENEFITS OF THE BASELINE STANDARDS

The agencies’ incomplete and inaccurate estimations of the fuel savings and time savings from increasing vehicle efficiency render its cost-benefit analysis arbitrary. Moreover, much of the proposed rollback’s justification undercuts even those partial estimations, alleging that the private benefits of fuel economy standards must be illusory and will be offset by lost welfare from other vehicle attributes. Elsewhere, the agencies’ model and the proposed rule’s justification depend on inconsistent assumptions that either consumers do not value fuel economy at all, or else that consumers very strongly value fuel economy. The agencies have
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172 Current gas prices from EIA are available here: https://www.eia.gov/petroleum/gasdiesel/

173 Id.


175 EIA (2018A), at 113 (2018) (showing that sales of cars and other high-efficiency automobiles are expected to increase relative to sales of other vehicles starting in 2020 as gas prices motivate consumers to adopt more fuel-efficient vehicles).

176 Anderson et al. (2013).
failed to consider important economic theories and evidence—both from new literature and from
the agencies’ own past rulemakings—that explain why fuel economy standards can deliver
significant net private welfare gains. One such important concept is that many vehicle attributes,
like horsepower and size, are positional goods, and so regulation of fuel economy can help
correct the positional externality. The agencies also fail to consider the distributional aspect of
consumer valuation of fuel economy and the health effects associated with refueling.

A. The myriad problems with the scrappage, rebound, and sales modules cause the
agencies to underestimate the net forgone private savings from fuel economy

In their various tables summarizing the costs and benefits of the proposed rollback, the agencies
present the forgone private savings from the proposed rollback as a net calculation. For example,
the estimate of “higher fuel costs from lower fuel economy” includes “lost fuel savings from
lowered fuel economy of MY’s 2017-2029 and gained fuel savings from more quickly replacing
MY’s 1997 to 2029 with newer vehicles.”177 All the myriad problems with the agencies’
scrappage, rebound, and sales modules (detailed throughout these comments) have therefore
once again infected their calculation of costs and benefits. In this case, by overestimating the
effect of the proposed rollback on the replacement of older vehicles with newer vehicles, the
agencies have overestimated “gained fuel savings” that will allegedly offset lost fuel savings
under the proposed rollback. If the agencies correct the problems with their scrappage, rebound,
and sales modules, the estimates of net forgone private savings will increase, showing that the
proposed rollback will be more detrimental to the personal welfare of vehicle owners than the
agencies currently calculate.

B. The agencies’ position on consumer valuation of fuel economy is internally
inconsistent and provides false support for the rollback

Much of the Proposed Rule’s justification and models depend on the incorrect and unsupported
assumption that consumers do not value fuel economy. Nowhere is that wrong assumption more
apparent or more problematic than in the agencies’ sales module.

When purchasing a vehicle, an individual pays the upfront cost of the vehicle, and the consumer
will also need to pay for fuel for the vehicle over time. The degree to which consumers value
fuel economy relative to the objective, present discounted value of fuel savings, generally
expressed as a ratio or a percentage of full valuation, is a key parameter for assessing how
vehicle sales will react to fuel efficiency standards. If consumers have a valuation of less than
100%, that suggests that consumers undervalue fuel efficiency, implying that increases in fuel
efficiency will not lead to as large of an increase in automobile demand as a standard economic

177 E.g., 83 Fed. Reg. at 43,065 (emphasis added).
model would suggest.\textsuperscript{178} An undervaluation likely reflects a market failure, such as an informational failure, myopia, supply side failures, positional externalities, or so forth—as discussed below, and as discussed by the agencies at length in the 2012 rulemaking. Fuel economy regulations, therefore, can correct the market failure and so deliver net private welfare gains.\textsuperscript{179} If consumers instead have greater than 100\% valuation of fuel economy, then emissions standards will increase demand for more fuel-efficient vehicles by \textit{more} than a standard economic model would predict.\textsuperscript{180}

Despite the centrality of this parameter to accurate estimation of the demand response to the proposed rollback, the agencies arbitrarily omit the parameter from their sales module, thus implicitly assuming that consumers have a 0\% valuation of fuel economy. To derive estimates for how the baseline standards would affect sales (which ultimately leads to the agencies’ inflated fatality numbers), the agencies use a model that connects claimed price changes (attributed to the baseline standards) with sales.\textsuperscript{181} That sales module ignores consumer valuation of fuel economy and so effectively treats consumers as having zero valuation of fuel economy.\textsuperscript{182} Ignoring the amount that consumers value fuel economy in the sales module allows the agency to significantly boost the sales drop that it attributes to the baseline standards.\textsuperscript{183} This drop in sales then drives the agencies’ inflated estimates about the effect of the baseline standards on fleet size and fatalities.

Similarly, at various points throughout the proposed rule, the agencies assume that consumers’ low valuation of fuel economy creates compliance “challenges for achieving increased fuel economy levels and lower CO\textsubscript{2} emission rates” and offer these challenges as a justification for the proposed rollback.\textsuperscript{184} Thus, an assumed very low or zero valuation of fuel economy is central to the proposed rollback’s justification.

But neither the literature the agencies cite nor any of the literature they ignore supports such an extreme and arbitrary assumption as a very low or zero valuation. The agencies’ failure to estimate consumer valuation of fuel economy in their sales module results in their gross
overestimation of the alleged safety benefits of this proposed rollback, as explained throughout our comments. In fact, because EPA’s 2017 Final Determination confirmed that “[e]ven with the lowest fuel prices projected by AEO 2016 . . . the lifetime fuel savings significantly outweigh the increased lifetime costs,”185 there is good reason to believe that the original standards would raise consumer demand and hasten adoption of new vehicles, while the proposed rollback will have the opposite effect.

Moreover, the 0% valuation conflicts with agencies’ own analysis. The agencies conclude—after reviewing only a very narrow set of literature (see next subsection critiquing the agencies’ literature review)—that consumers instead value “at least half—and perhaps all—of the savings in future fuel costs.”186 The agencies’ rebound module also implicitly assumes that consumers will have an extremely strong reaction to changes in fuel economy, indicating a strong valuation of fuel economy, and the scrappage module incorporates a cost-per-mile factor that assumes consumers value both absolute and relative fuel economy.187 Elsewhere, the agencies rely on a payback assumption that consumers are willing to pay for fuel economy technology that returns the investment within 30 months.188

The agencies’ inconsistent positions on consumer valuation of fuel economy are arbitrary and capricious. On the one hand, the agencies argue that consumers value fuel economy so fully that there can be no private welfare benefits to increasing fuel economy by regulation.189 And on the other hand, the agencies argue the exact opposite, that consumers have so little regard for fuel economy that manufacturers cannot sell efficient vehicles.190 In fact, neither extreme position is supported either by the literature that the agencies cite nor by the important additional literature that the agencies ignore.

C. The agencies fail to consider important theoretical and empirical literature

The Agencies’ Three Preferred Studies: The proposed rollback’s discussion of consumer valuation of fuel economy relies almost entirely on three sources: Sallee et al. (2016), Busse et al. (2013), and Allcott & Wozny (2014).191 Before critiquing the agencies’ reason for focusing only on these studies and the agencies’ failure to look at other important literature, it is worth
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185 Final Determination at 7.
186 83 Fed. Reg. at 43,073; see also id. at 43,075.
187 See the sections of our comments on new vehicle sales, scrappage, and rebound for more details on all these inconsistent assumptions.
188 Id. at 43,217.
189 See, e.g., id. at 43,072, 43,075.
190 Id. at 42,993.
191 Id. at 43,072-73.
noting that these three sources in no way support either the proposition that consumers do not value fuel economy at all (as the agencies implicitly assume in their sales model), nor the position that consumers already so perfectly value fuel economy that there is no possible benefit to efficiency standards (as the agencies imply in their literature review). The best read of even just these three studies is that consumers do value fuel economy but are not reliably willing to pay exactly $1 today for a net present expected savings in future fuel costs of just over $1, as classic economic theory would predict. Instead, there is a gap, and that gap creates the potential for a well-designed regulation to deliver net private benefits. Allcott & Wozny estimate that consumers are probably incorporating about 55% of future fuel costs into their vehicle purchase decisions;192 Busse et al. estimate a very wide range (between 54% and 117%);193 Sallee et al. find that consumers may “incorporate slightly more than 100% of changes in future fuel costs” into their decisions,194 but also find “modest undervaluation” of “70 to 86%” among large-scale fleet operators.195 None of these studies estimates a 0% valuation, as the agencies’ sales module implicitly does.

The agencies justify their decision to focus almost exclusively on these three studies by highlighting problems with cross-sectional and discrete choice studies, and by citing those problems as a reason to prefer studies based on panel data.196 While cross-sectional and discrete choice studies may have limitations, the studies the agencies focus on also have limitations. Most notably, as the agencies acknowledge, only one study they rely on, Busse et al., includes any direct examination of new vehicle sales, and even that estimate “is based on more limited information”;197 the other two studies, Sallee et al. and Allcott & Wozny, both focus exclusively on used vehicles.198 And each of the three studies has various other limitations and idiosyncrasies with its choice of data and methodology. Sallee et al., for example, excludes data on hybrid vehicles.199 Just as these various limitations would not necessarily be grounds to completely ignore these three studies, neither should all other literature be ignored outright.

**Ignoring All Other Empirical Literature:** Even as they admit the limitations of the three studies that they rely on, the agencies assume that the limitations of all other studies are fatal flaws and so essentially ignore all other literature, including literature that helps explain the energy
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192 *Id.* at 43,072. With different model choices, that number either rises to 76%, *id.* (when using oil future market data) or drops to 55%; *id.* at 43,073 (with greater disaggregation of the MPG groups).

193 *Id.*

194 *Id.* at 43,072.

195 *Id.* at 43,703.

196 *Id.* at 43,071.

197 *Id.* at 43,073.

198 *Id.*

199 PRIA at 936, n. 487.
efficiency paradox. Such an extreme reaction is not warranted. When a study raises useful and relevant points, it should not be ignored simply because the agencies prefer a different methodological structure, or even just because the study has not been published in a peer-reviewed journal. The agencies should assess the study’s quality and relevance, and particularly should have a good reason to ignore studies that the agencies previously relied upon.

For example, the agencies identify in footnote 223 that Kilian & Sims (2006) also used a longitudinal approach to examine consumer valuation, similar to the methodology of the agencies’ three preferred studies; yet the agencies exclude the results of this study because it is “unpublished” and so its “empirical results are subject to change.” It is true that the quality and finality of unpublished studies should be carefully examined before relying on them, and if they are of insufficient quality or relevance, they will not deserve equal consideration with literature published in peer-reviewed journals. Yet neither should unpublished studies, if otherwise relevant and of sufficient quality, be automatically ignored just because they are unpublished. In this case, for example, the Kilian & Sims paper raises a relevant result and theory worthy of further consideration: specifically, that consumers react more strongly to a potential loss of fuel savings than to a potential gain in fuel savings. Given that the agencies have relied on Killian & Sims in the past, and given the relevance of their finding to the proposed decrease in fuel economy standards, the agencies should review the study’s quality to determine its relevance, rather than dismiss it out of hand. The agencies should also more thoroughly search the literature for analysis of whether consumers will react differently to a rollback of fuel economy standards than to an increase in standards, and the agencies should generally review the literature that they had previously examined and relied on during the 2012 rulemaking.
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201 See, e.g., EPA (2010a), at 7-45 (“Because peer-reviewed academic journals may be more likely to publish work using novel approaches compared to established techniques, some studies of interest may be found in government reports, working papers, dissertations, unpublished research, and other ‘gray literature.’ Including studies from the gray literature may also help mitigate ‘publication bias’ that results from researchers being more likely to present and/or editors being more likely to publish studies that demonstrate statistically significant results, or results that are of an expected sign or magnitude. . . . [T]he analyst should develop an explicit set of selection criteria to evaluate each of the potentially relevant studies for quality and applicability to the policy case.”).
202 Kilian & Sims (2006), at 3 (“[T]he responses of automobile prices to positive changes in the real price of gasoline are far greater in magnitude than in the baseline case, whereas decreases in the price of gasoline have little or no effect on prices.”).
203 EPA (2010b), at 39 (explaining that Kilian & Sims suggests that consumers may be willing to pay more to avoid a decrease in fuel economy than to gain an increase in fuel economy). This literature review was commissioned in support of NHTSA and EPA’s earlier rulemakings.
204 Id.
The agencies should also review the most up-to-date literature. For example, the agencies should consider David Greene et al.’s recently published meta-analysis of marginal willingness-to-pay estimates for fuel economy. These authors find a mean estimate for willingness to pay of $853 for a $0.01/mile reduction in fuel costs.\footnote{Greene et al. (2018) at 270-71 (finding a range from a mean estimate of $693 in market sales and revealed preference studies, to $1225 in stated-preference studies; meanwhile, NHTSA data would suggest that a $0.01/mile reduction should deliver about $1150 in lifetime fuel savings).} The agencies have failed to do a thorough search of the literature and to base their decision on all of the reliable information available to them.

**Ignoring Other Explanations for the Efficiency Paradox:** The agencies claim that previous rulemakings relied heavily on the belief that consumers’ undervaluation of fuel economy was due to “myopia,”\footnote{83 Fed. Reg. at 43,216.} and falsely assert that the prior rules could only be justified by assuming that consumers value less than one-third of fuel savings.\footnote{Id. at 43,073.} In the past, the agencies did raise the idea of consumer myopia and various “internalities” among the many reasons why consumers may fail to achieve their welfare-maximizing level of fuel economy in the marketplace without the assistance of regulation. But, the agencies also previously explored many other reasons for the energy efficiency paradox which supported the decision to adopt the baseline standards—reasons which the agencies now ignore. For example, in the 2012 rule, the agencies explained that what seems like an undervaluation of fuel economy could result from consumers “lack[ing] the information necessary to estimate the value of future fuel savings, or not hav[ing] a full understanding of this information even when it is presented,” or that “[i]n the face of such a complicated choice, consumers may use simplified decision rules,” and may focus on “visible attributes that convey status.”\footnote{77 Fed. Reg. 62,624, 62,914 (Oct. 15, 2012).} Yet, with no analysis of the relevant literature, the agencies now assume that consumers must be perfectly informed about fuel economy\footnote{83 Fed. Reg. at 42,993.} and so conclude that “it is reasonable to believe that U.S. consumers value future fuel savings accurately.”\footnote{Id. at 43,216.}

In fact, important literature explains why, even with the assistance of somewhat improved—though surely not yet optimized—labels that provide consumers with information on fuel savings, consumers may still face challenges to fully incorporating that information into their decisionmaking. James Sallee, for example, has explained that:

> Accurate valuation of lifetime present discounted fuel costs is challenging, both because the calculation is cognitively difficult and because the information required is hard to obtain. Government labels aid in this task, but they do not resolve all uncertainty because the labels are incomplete and inaccurate and because

\footnote{83 Fed. Reg. at 43,216.}
heterogeneity in usage patterns implies that labels can resolve only a modest portion of the relevant uncertainty.211

Because the variation in fuel costs across automobiles—though “substantial”—is also “dwarfed by variation in prices,” and given the costs of obtaining and processing more information about fuel economy, consumers tend to be “inattentive” to fuel economy. The financial loss in future fuel savings to any individual from making a “mistake” in their choice of fuel economy may be less than the costs of the effort to obtain and process more information on fuel economy before the decision—yet, “in the aggregate,” the result could be billions of dollars in lost fuel savings across the entire U.S. car market.212 Because “firms will bring to market only those innovations that garner attention,” firms may underprovide important but “shrouded” innovations in fuel economy that may rationally escape consumers’ attention.213 Yet because increased attention “involves real costs” for consumers, policy fixes focused on increasing information and attention may not improve welfare; instead, energy efficiency standards become the optimal policy solution.214 The agencies have failed to consider the ongoing challenges to information processing that consumers face and so fail to consider how regulation can help consumers overcome these challenges and maximize private welfare.

Similarly, the agencies now ignore explanations of supply-side market failures that helped justify past rulemakings. In the 2012 rule’s impact analysis, the agencies explained that imperfect competition in the vehicle market could “reduce[ ] producers’ profit incentive to supply the level of fuel economy that buyers are willing to pay for.”215 Asymmetric information between manufacturers and consumers could also cause fuel economy to “remain persistently lower than that demanded by potential buyers.”216 Manufacturers may “deliberately limit the range of fuel economy levels they offer” if manufacturers “mistakenly believe” that consumers are unwilling to pay for improved fuel economy.217

Other important literature further explores these supply-side market failures. Manufacturers may face a first-mover disadvantage for developing new fuel-efficiency technologies, and regulation can help overcome that perceived disadvantage as well as bring down costs through economies of scale and learning, and thus may “lead to a more optimal provision of fuel economy in the

211 Sallee (2014), at 782. Note also that NHTSA has not fulfilled its statutory obligation to develop a consumer education program on fuel economy and greenhouse gas emissions. 49 U.S.C. § 32908(g).

212 Id. at 783.

213 Id. at 784.

214 Id. at 785. Note that Sallee et al. (2016), which the agencies rely on, cite Sallee (2014) as an important “caveat” to some of the conclusions drawn in Sallee et al. (2016). See Sallee et al. (2016), at n. 5.

215 NHTSA 2012 FRIA at 987-88.
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marketplace.” As manufacturers offer more fuel-efficiency technology and the technology becomes more widespread in the market, consumer attitudes toward that technology will change. Manufacturers also shape consumer preferences through advertising. Yet now, the agencies assume that it is consumer preferences alone that shape and constrain manufacturers’ compliance options, without considering manufacturers’ role in shaping the options available in the marketplace and consumers’ attitudes toward those options. A review of the broader set of literature, on both supply-side and demand-side obstacles to the efficient provision of fuel economy, demonstrates that the justification for the proposed rollback runs counter to the available evidence.

In Tables II-25 to II-28, the agencies’ presentation of costs and benefits seem to count the forgone private savings from the increased fuel economy that the original 2012 standards would provide. Implicit in the calculations in those tables is some theory for why consumers will value fuel savings once a regulatory standard helps deliver increased fuel economy, even though consumers are unable to achieve those fuel savings on their own in an unregulated marketplace. Viable theories supported by the literature include some combination of informational failure, attention costs, myopia, positional externalities, or supply-side failures. Much of the agencies’ discussion in the Federal Register notice and preliminary regulatory impact analysis either ignores or seems skeptical of these theories, and as already noted, much of their modeling relies on inconsistent assumptions that consumers instead do not value fuel economy. As the agencies redo their analysis in response to these and other public comments, they should preserve the calculation of private savings from fuel economy reported in these tables (corrected so that the mistakes with the scrappage, rebound, and sales modules do not cause an undervaluation of net private savings). By more fully valuing the private fuel savings from the 2012 standards, together with other corrections to the analysis, it will be apparent that the proposed rollback is not justified.

D. Surveys on consumer satisfaction

The proposed rollback insists that consumers value fuel savings accurately, that consumers “generally tend not to be interested in better fuel economy above other attributes,” and that consumers are “unlikely” to “suddenly become more interested in fuel economy over other

\[\text{\footnotesize{\textsuperscript{218} NAS (2015), at 319.}}\]
\[\text{\footnotesize{\textsuperscript{219} Id.}}\]
\[\text{\footnotesize{\textsuperscript{220} E.g., 83 Fed. Reg. at 43,217 (blaming “consumers not being interested in better fuel economy” for manufacturers’ alleged need to “manag[e] their CAFE compliance obligations through use of credits”).}}\]
\[\text{\footnotesize{\textsuperscript{221} Id. at 43,216.}}\]
\[\text{\footnotesize{\textsuperscript{222} Id. at 43,217 (citing manufacturer comments and an NAS study; but see infra on contradictory evidence from the same NAS study).}}\]
attributes” in the “foreseeable future.” The agencies rely on these statements to claim there are compliance challenges with the 2012 standards, and so justify the proposed rollback. Yet these conclusions are not supported by extensive data from consumer satisfaction surveys.

National Academy: As reported by a 2015 review of fuel economy standard by the National Academy of Sciences, “the public’s perception of the CAFE standards and support for raising the standards has been highly positive for the past 25 years.” In one survey, for example, 77% of respondents supported higher fuel economy standards even after being told that it would increase the costs of buying or leasing; in another survey, 82% of respondents supported standards of 56 miles per gallon by 2025. The proposed rollback’s various pronouncements on consumer valuation are inconsistent with these findings.

ACSI and J.D. Power Surveys: Two long-running surveys of consumer satisfaction with their motor vehicles provide a good deal of publicly available data: the American Customer Satisfaction Index, and J.D. Power’s APEAL survey. The data from these two surveys strongly suggests that consumers at least partly value fuel economy, that they value it even when fuel prices are dropping, that they sometimes value it more than other attributes, that they want more of it and are not satisfied by the levels currently provided, and that fuel economy is among the attributes with the most room for improvement and most potential to contribute to greater customer satisfaction with their vehicles.

This section of our comments will look first at recent evidence from these surveys specifically on fuel economy, before taking a more historical and graphical look at data going back to 1994.

Since 1994, the American Customer Satisfaction Index (ACSI) has conducted annual surveys on consumers’ satisfaction with “recent purchases and driving experiences” in both mass-market and luxury cars and trucks. Since 2016, ACSI has included details and scores for individual attributes, including gas mileage. In the 2016, 2017, and 2018 surveys, gas mileage has consistently been the lowest-ranked attribute for consumer satisfaction, in both mass market and luxury vehicles. The results of the 2017 survey confirmed that “[r]egardless of category,


---

223 Id. see also id. at 42,993 (assuming that only “a relatively small percentage of buyers” value fuel economy, and citing only a single news report).
224 NAS (2015), at 317.
225 Id. at 318.
everybody wants better gas mileage,” and that of all the attributes, gas mileage “shows the most room for improvement.” The 2018 report made identical comments, adding that “gas mileage continues to be the low point” among all vehicle attributes.

J.D. Power has conducted the U.S. Automotive Performance, Execution and Layout (APEAL) Study for twenty-three years. Its most recent survey, for example, interviewed nearly 68,000 purchasers and lessees of new Model Year 2018 vehicles within ninety-days of ownership. At various times, the APEAL study has included details and comments on fuel economy specifically, and in more recent years, individual attributes including fuel economy have been scored and ranked separately. In 2007, J.D. Power observed that over half of that year’s total drop in overall customer satisfaction with new vehicle performance could be attributed to “a significant decrease in owner delight with fuel economy,” noting that “manufacturers that deliver more fuel-efficient vehicles . . . stand a better chance of delighting their customers.” In 2008, J.D. Power reported that “fuel economy and practicality are increasingly important in vehicle selection process” and attributed yet another overall dip in consumer satisfaction “primarily due to decline in satisfaction in fuel economy.” In 2009, an uptick in overall consumer satisfaction was “driven primarily by increased owner satisfaction with fuel economy,” which J.D. Power attributed not just to fuel prices, but also to the fact that more manufacturers were designing--and more consumers were buying--fuel-efficient vehicles. In 2010, the vehicles that scored the best included those with “unexpected fuel economy.” In 2011, newly launched vehicle models scored higher than redesigned models, partly due to higher scores for fuel economy. In 2012,
owners shifted toward smaller and more fuel-efficient vehicles, and satisfaction with fuel economy showed the greatest overall increase, helping to drive the total APEAL score up. That year, J.D. power reported that “47 percent of owners say gas mileage was one of the most important factors in choosing their new vehicle, up from 40 percent in 2011.” In 2014, fuel economy was the only attribute with a year-over-year improvement in owner satisfaction, driven not just by fuel prices but by vehicle efficiency itself. Nevertheless, “fuel economy is still a problem area for automakers . . . [and] continues to be the lowest-scoring category in the study by a wide margin.” In other words, consumers have not been satisfied with the fuel economy provided by manufacturers, and it drags down their overall satisfaction with their new vehicles. In 2016, an improvement in fuel economy had the largest impact on overall increase in satisfaction; increased satisfaction with the related attribute of driving range was the second-most-important attribute in driving overall gains in consumer happiness. And in 2018, satisfaction with fuel economy rose again slightly (though remained relatively quite low compared to all other attributes), with J.D. Power reporting that “customers are more satisfied with their fuel economy despite increases in fuel prices.” Driving range rounded out the “top 10 vehicle attributes with the greatest positive effect year over year on overall score.” Looking back over J.D. Power’s survey results from the last decade, consumers have consistently expressed dissatisfaction with current levels of fuel economy and a desire for greater fuel economy than the market was providing, even during periods when gas prices were falling.

These robust surveys undercut many of the agencies’ justifications and conclusions. The upshot from the ACSI and J.D. Power survey is that consumers are not satisfied with the currently available levels of fuel economy, they want greater fuel economy improvements even when gasoline prices fall, and they are unable to obtain in the marketplace the amount of fuel economy they would prefer. Additionally, as the graph in the next subsection suggests, fuel economy could have a relationship to overall customer satisfaction with their vehicles that other attributes, like horsepower and size, in fact might lack.

---


**Graphing Attributes Against Fuel Economy:** Data from these long-running, robust consumer satisfaction surveys can be plotted against relative changes in attributes like average horsepower, size, acceleration, and fuel economy. The resulting graph, Figure 1 below, is not a full economic analysis, but even a coarse look at the data is revealing.

These are the data sources for the graph that appears below:

- **Horsepower:** graphed in red below, data on the percent change in average light-duty vehicle horsepower since a baseline of 1994 is drawn from EPA’s 2018 report on *Light-Duty Automotive Technology, Carbon Dioxide Emissions, and Fuel Economy Trends.*  
  
- **Weight:** graphed in yellow below, data on the percent change in average light-duty vehicle weight since a baseline of 1994 is also drawn from that 2018 EPA report.
- **Acceleration:** graphed in orange below, numerical data on acceleration is not provided directly by the 2018 EPA report; however, numerical estimates of relative changes in average vehicle acceleration since 1994 were backed out from EPA’s own chart on acceleration.
- **Fuel economy:** graphed in green below, data on the percent change in average adjusted fuel economy since 1994 is also drawn from EPA’s 2018 report.
- **Consumer Satisfaction:** graphed in various shades of blue below, there are three sets of data on consumer satisfaction.
  - The American Customer Satisfaction Index (ACSI) has conducted annual surveys since 1994 about consumers’ satisfaction with “recent purchases and driving experiences” in both mass-market and luxury cars and trucks. Their survey captures opinions about gas mileage, driving performance, dependability, safety, comfort, and other “critical elements of the automobile experience.” Scores out of a possible 100 are given for each manufacturer and as an industry-wide average going back to the baseline year of 1994. The industry-wide average is used here.
  - J.D. Power has conducted the U.S. Automotive Performance, Execution and Layout (APEAL) Study for twenty-three years. Its most recent survey interviewed nearly 68,000 purchasers and lessees of new Model Year 2018 vehicles within ninety-days of ownership. The survey covers 90 attributes in 10 categories: fuel economy, exterior,

---

241 EPA (2018a), at tbl. 2.1.
242 Id. at Figure 3.11.
243 Adjusted fuel economy values “reflect real world performance and are not comparable to automaker standards compliance levels.” EPA, *Trends* at 4.
244 For example, in 2018, ACSI conducted 4,649 interviews about “recent purchases and driving experiences. *See* 2018 ACSI Report. As a result, their data may reflect more than just purchases of new vehicles, and may include purchases of used vehicles and driving experiences in vehicles that the interviewee did not directly purchase.
seats, interior, driving dynamics, storage and space, engine and transmission, visibility and safety, HVAC, and audio/communication/entertainment/navigation. Historical APEAL scores are not compiled in a single database online, but many can be pieced together from press releases and old media coverage. We have compiled industry-wide APEAL scores going back to 2001 (except for the year 2002, which was not available online).

- From personal communications with J.D. Power employees, as well as from observations on how more recent press releases discussed historical scores, we learned that the scale for the scoring was changed between 2005 and 2006. Therefore, there are two separate sets of data from the APEAL survey: 2001 to 2005, with year 2001 results as the baseline; and post 2006, with year 2006 results as the baseline.

There may be some slight time lag between the year when a survey was conducted and the model year of the vehicles covered, though note that, for example, the APEAL survey conducted in the summer of 2018 focused on Model Year 2018 vehicles. The ACSI survey results also cover more than just customer experiences with new vehicles, and also includes all recent vehicle purchases. Yet despite such limitations, the raw data is still revealing.


250 E-mail Correspondence between Jason A. Schwartz and J.D. Power staff (June 12, 2018).
Overall, consumer satisfaction with their recent vehicle purchases has been mostly flat since 1994, with some possible slight upticks in recent years. The huge increase in vehicle horsepower from 1994 through 2011—a relative increase of over 50%—does not appear to have had any obvious effect on consumer satisfaction. Vehicle weight and acceleration also rose from the late 1990s through about 2011, but have remained relatively flat since, and there again is no obvious relationship between their early rise and consumer satisfaction.

Meanwhile, horsepower has continued to grow, and to a lesser extent acceleration has continued to increase, even as fuel economy has shot up significantly over the last decade. This period of both significant growth in fuel economy and moderate increases in horsepower and acceleration, does appear to correlate with a slight uptick in consumer satisfaction in recent years.

Though further study would be required, from this graphical presentation of the data there appears no obvious reason to believe that a rise in fuel economy will cause a decrease in vehicle performance or consumer satisfaction—to the contrary, a rise in fuel economy at least appears correlated with similar upticks in horsepower and consumer satisfaction. Furthermore, this graphical presentation of the data shows large increases in vehicle performance attributes in the late 1990s and early 2000s that do not appear to be obviously correlated with any contemporaneous increases in consumer satisfaction. One reason why horsepower could increase by 50% without consumers becoming much happier about their vehicle purchases is because motor vehicles in general, and especially their performance attributes like horsepower,
acceleration, and size, are positional goods. The theory and evidence of vehicles as positional goods is explored further in the next section.

E. Vehicles’ positional attributes create externalities and impede consumers from achieving efficient levels of fuel economy absent a cooperative regulatory solution

In the regulatory impact analysis, the agencies assert that because requiring manufacturers to focus on fuel economy will necessarily entail lost consumer welfare as the manufacturers sacrifice other improvements to horsepower, weight, and volume, consumers will be “substantially better off under the agencies’ proposed action than if the baseline standards remained in force.”\textsuperscript{251} In fact, the exact opposite may be true: because horsepower, weight, and volume are all positional attributes, the consumption of increasing levels of those attributes may deliver little if any increased consumer welfare.

The value of a “positional good” depends on how it compares with similar goods possessed by others.\textsuperscript{252} The owner of a positional good derives more welfare from that good than expected when considering only its functional qualities. The prominent explanation for this phenomenon is that highly visible consumption becomes a signal for status,\textsuperscript{253} and people value status because they anticipate it will translate into more favorable treatment in economic and social interactions.\textsuperscript{254} For example, jewelry, silk ties, and expensive champagne all have very little functional value, but their consumption is conspicuous and conveys status to others.

Other goods, like cars, have both functional and positional value. Consumers may partially value vehicle size and horsepower for their functional utility like hauling capacity and speed, but a growing body of research indicates that many consumers do not necessarily want the biggest and fastest vehicle, so long as their vehicle is bigger and faster than their friends’ and neighbors’ vehicles. According to a recent U.S. survey on the visibility of 31 expenditure categories (from food to mobile phones), new or used motor vehicle purchases were the second most visible

\textsuperscript{251} PRIA at 934, 943, 1097; see also 83 Fed. Reg. at 43,255 (predicting welfare losses relating to the performance of more efficient vehicles).

\textsuperscript{252} Frank (1985), at 101.

\textsuperscript{253} \textit{Id.} at 107 (“When an individual’s ability level cannot be observed directly, such observable components of his consumption bundle constitute a signal to others about his total income level, and on average, therefore, about his level of ability. . . . [I]mperfect information about ability might create incentives for people to rearrange consumption patterns to favor observable goods.”). Consumption patterns might vary depending on the relevant population in the status competition. People might compete among friends, neighbors, and coworkers; within their socio-economic class; with higher classes; or on a society-wide basis. See Carlsson et al. (2007), at 590. If a particular population has more reliable, independent information on abilities or income, consumption patterns for observable goods might shift. Frank (1985), at 108.

\textsuperscript{254} Weiss & Fershtman (1998), at 802. Status can be instrumental, in that higher status can carry better consumption opportunities, access to better employment, and even better marriage prospects. Hopkins & Kornienko (2004), 1087. Factors like psychology, biological hardwiring, and envy also should not be ignored.
expenditure; related expenditures on gasoline/diesel, vehicle maintenance, and insurance were all substantially less visible. Surveys also consistently confirm that cars are highly positional goods, that people prefer a relative increase in a car’s value to an absolute increase, and that the more visible features of cars are more positional. Financial savings, in contrast, are typically considered non-positional.

The more observable prestige features of vehicles include newness, brand, size, design, and power. While many of these traits have functional value (such as capacity, safety, and performance), they also all have relative value: consumers value power not just for speed but for the status signal and for the ability to out-accelerate others at a traffic light; consumers do not necessarily want a big car, but they do want a bigger car. As Bob Lutz, the former Vice Chairman of General Motors, has stated, “aspirational aspects overwhelm the functional differences” when customers choose cars. Similarly, as J.D. Power has reported, “[w]e strive to own vehicles of which our neighbors will approve.” Meanwhile, given the low visibility of

255 Heffetz (2011), at 1106 (vehicle purchase had a visibility index of 0.73, second only to tobacco products (0.76); gasoline/diesel had a visibility index of 0.39, car repairs were at 0.42, and car insurance fell near the bottom at 0.23).

256 Specifically, a majority of people surveyed would trade a decrease in their car’s absolute value for an increase in its relative value compared to other people’s cars: in other words, they are happy to have their car lose value so long as everyone else loses more value on average. See, e.g., Carlsson et al. (2007), at 588, 593 (reporting results of a Swedish survey); Alpizar et al. (2005), at 412 (reporting results of Costa Rican survey). Though some such surveys were conducted in other countries, if anything positionality for cars could be stronger in the United States, given the American affinity for cars and the income distribution. See Heffner et al. (2005), at 2 (“In the words of automobile psychologist G. Clotaire Rapaille, Americans are in ‘a permanent search of an identity’ and ‘cars are very key . . . [they are] maybe the best way for Americans to express themselves.’”); Hopkins & Kornienko (2004) (noting that positional effects increase as society’s income increases, because the portion of income spent on conspicuous consumption increases). On the other hand, cars may be more a necessity and less a luxury for some U.S. consumers compared to some consumers in other countries. See Grinblatt et al. (2004).

257 Carlsson et al. (2007), at 588, 593 (finding support for hypothesis that “visible goods and their characteristics, such as the value of cars, are more positional than less visible goods and their characteristics, such as car safety.”).


259 Carlsson et al. (2007), at 595, could not provide a clear answer to the question of whether cars are completely positional. On average cars are highly positional, but that reflects a good deal of heterogeneity: cars may be completely positional for some people, but are possibly completely non-positional for others. Id. at 596.

260 Verhoef & van Wee (2000), at 4 (“However, most cars in most Western countries have engines with much more power than needed, given the characteristics of infrastructure, speed limits, and travel distances.”). See also Hoen & Geurs (2011).


gasoline expenditures and of financial savings, fuel efficiency itself is currently a relatively non-positional good.263

A vehicle’s size and weight are also positional for safety reasons, in addition to status motivations. To the extent smaller cars may at times fare worse in crashes with bigger cars, consumers may value bigger cars not because of any intrinsic safety value, but because of the average fleet size.

The trouble with positional goods is they impose externalities. This is obvious in the safety context: if Joan upgrades from her compact car to a large pick-up truck, she may feel somewhat safer, but her purchase marginally increases the perceived risk to all other drivers. It also applies in the status context. Again, if Joan buys a big, fast, flashy vehicle to move up the status hierarchy, John’s big, fast, flashy car is no longer as rare. John feels relatively worse off and so will have to invest in an even bigger, faster, flashier car just to restore his previous status position. Joan’s purchase made John feel worse off (a positional externality), and then John’s subsequent purchase made Joan feel worse off (another positional externality), and at the end they wind up with the same relative status that they started with. As a result, both consumers spend resources without actually improving their relative status.

Because vehicle purchase decisions are made non-cooperatively but in fact alter the spending behavior and perceived safety of others, consumers get stuck on a “positional treadmill” that does not increase welfare.264 Yet if any individual unilaterally tries to opt out of this “expenditure arms race,” it would only move that consumer backwards on the status or safety hierarchy, which for most consumers is unacceptable.265 And given limited resources and limited market options, the over-consumption of positional goods results in under-consumption of non-positional goods (such as fuel efficiency). If consumers could maintain their relative economic position, they might be more willing to pay for non-positional goods.266

Fuel economy regulation, therefore, is a cooperative solution that allows consumers to achieve what they could not in the non-cooperative open market: namely, an increase in fuel economy

264 Frank (2005), at 137.
265 Frank (2005), at 105-06.
266 Frank & Sunstein (2001), at 326 (“If people could maintain their relative economic position, they would be willing to pay more, and possibly a great deal more, to purchase many of the goods that regulation attempts to deliver. . . .[W]hen an individual buys additional safety in isolation, he experiences not only an absolute decline in the amounts of other goods and services he can buy, but also a decline in his relative living standards. In contrast, when a regulation requires all workers to purchase additional safety, each worker gives up the same amount of other goods, so no worker experiences a decline in relative living standards. If relative living standards matter, then an individual will value an across-the-board increase in safety more highly than an increase in safety that he alone purchases.”).
without losing position in the status hierarchy. Regulations similarly help consumers select fuel economy without falling behind in the safety/size perceived rankings, since with time the average size of vehicles in the fleet will shift. Regulations will also help correct a supply-side problem, since theory predicts that manufacturers will devote their research and development budget to status goods, thus causing an oversupply of positional attributes at the expense of fuel economy.

Positional goods theory explains that: the agencies are incorrect that if manufacturers could redirect their research and development budgets from fuel economy to performance attributes that consumers would inherently become “substantially better off under”; the agencies are incorrect that consumers are able to demand in the market their desired levels of fuel economy; and the agencies are overlooking an important benefit of the regulation, which is correcting the market failures caused by positional externalities.

The Agencies’ Proposed Alternative Approaches to Consumer Valuation Ignore Positionality and Other Explanations for the Energy Efficiency Paradox: The agencies suggest two alternative approaches to consumer valuation for the future. They propose either that in the future the agencies should assume that consumers fully (or near fully) value fuel savings in both the baseline scenario and under efficiency standards, or else assume that consumers partly value fuel savings to the same degree in both the baseline scenario and under efficiency standards. The upshot of both alternatives would be similar: the private fuel saving benefits generated by increased efficiency standards would be devalued, and the assumed valuations under the baseline would partly or fully cancel out the private fuel saving benefits under the standards. Either approach would likely send agencies in search of alleged welfare losses attributed to increased fuel efficiency to explain why, if consumers fully value fuel savings, they do not already demand them in the marketplace.

Both of these proposed alternative approaches would be a mistake. There is no evidence that there are substantial private welfare losses associated with increasing fuel economy. To the contrary, the graph presented above depicts neither a loss of consumer satisfaction associated
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267 Correcting for negative externalities and collective action problems is a classic case for regulation. “Analytically, positional externalities are no different from ordinary environmental pollutants.” Id. at 364. Such regulation is not about taking public action just because one consumer’s increased consumption makes another consumer unhappy or envious; rather, regulation is justified to address a market failure. Id. at 365. Even if not everyone wants to solve this particular collective action problem, “we do not require unanimity as a precondition for unquestionably legitimate collective action in other spheres.” Id. at 366. See also Verhoef & van Wee (2000), at 13-14. (“On the free market, consumers would inefficiently strongly stimulate each other to purchase more luxurious variants. Corrective taxes [or a CAFE standard with tradable permits] may protect consumers against such treadmills.”).

268 Cooper et al. (2001).


270 See, e.g., Huang et al. (2018), at 194 (finding that “automakers have typically been able to implement fuel-saving technologies without harm to vehicle operational characteristics” like “acceleration, handling, ride comfort, noise, braking feel, and vibration”).
with increasing fuel economy, nor a gain in consumer satisfaction associated with increasing performance attributes. Moreover, there are several other explanations supported by theory and literature that explain why consumers would fully value private fuel savings achieved under an efficiency standard and yet are unable to demand that the market increase fuel economy under the baseline in the absence of regulatory interventions. Positional goods theory is one important explanation that the agencies have failed to consider, together with explanations about information processing, myopia and internalities, supply-side market failures, and other evidence considered by the agencies in past rulemakings that the agencies now inexplicably ignore. The agencies should continue to value forgone private savings from fuel economy as they have in Tables II-25 to II-28 (once those calculations are corrected for mistakes from the scrappage, rebound, and sales modules).

F. Problems with the agencies’ valuation of the refueling surplus

Multiple problems with the agencies’ calculation of refueling surplus (the time savings and other benefits from having to refuel less) result in a significant underestimation of the proposed rollback’s forgone benefits and show that the agencies have arbitrarily failed to consider important aspects of the issue and have ignored important evidence.

Rebound: First, because the agencies have miscalculated the rebound effect (as described in Section VI), they are overestimating the number of refueling trips that the purchasers of new, more-efficient vehicles would make, and so are underestimating the forgone benefits from the lost refueling surplus.

Outdated Data: Second, the valuation of lost refueling surplus is based on outdated data. Though the agencies’ link to the Value of Travel Time Savings Memo appearing in footnote 258 of the proposed rollback is a broken link,²⁷¹ it seems very likely that the agencies are using an outdated version of NHTSA’s own Value of Travel Time Savings Memo. The current version was updated last in 2016.²⁷² The version of the memorandum included in the regulatory docket is the 2011 version.²⁷³ Meanwhile, the values that the proposed rollback uses for the percentages of personal and business travel in urban areas (94.4% versus 5.6%) and in intercity travel (87% versus 13%) match neither the 2016 nor the 2011 versions (both of which list instead, for example, 78.6%...
personal travel in intercity); instead, these numbers seem to come from the 2003 version of the memorandum.274

Not only are the percentages of personal versus business travel outdated in a way that leads to underestimating the total hourly valuation for intercity travel, but the base wage rate is outdated as well. The agencies inexplicably start with Bureau of Labor Statistics data for “total hourly employer compensation costs for 2010,” and present the data in uninflated 2010$.275 Using the same data source and same methodology but updating to current, year 2017 wages would increase the base wage in the agencies’ calculations from $29.68 to $35.52.276 The urban versus rural percentages of the total miles driven figures should also be updated from the 2011 data used in the proposed rollback,277 to the current FHWA data available for year 2017.278

Using these data updates but otherwise keeping the rest of the methodology the same,279 the total weighted value of travel time per hour used in this regulatory analysis should be at least $21.41, not $17.73. The agencies may have underestimated the value of travel time by 20% just through use of old data.280

**Excluding Children:** The next step in the methodology is to multiply that per individual per hour value of travel time by the average vehicle occupancy during refueling trips. Here, the proposed rollback uses figures of 1.21 people per trip in passenger cars, and 1.23 people per trip in light trucks.281 The proposed rule cites to the 2011 Tire Pressure Monitoring System study as the

274 See NHTSA 2012 FRIA at 874 (table viii-6, showing identical numbers as the current proposed rollback’s table ii-39); id. at 873 n.448 (citing the 1997 and 2003 guidelines).

275 83 Fed. Reg. at 43.085 & n.259. At 83 Fed. Reg. 43,088, the proposed rollback does discuss “updating time values to current dollars,” but that line follows a reference to having “updated the final rule to reflect peer reviewer suggestions,” and includes a citation to a 2012 regulatory docket. It seems likely that this text was cut and pasted from a previous rulemaking (as was much of the analysis and discussions in this section), making it impossible for the reader to tell from the Federal Register notice or from the regulatory impact analysis whether the 2010$ figures that appear so prominently in the tables in this section were in fact inflated to current dollars for purposes of tallying forgone benefits.


278 Available at https://www.fhwa.dot.gov/policyinformation/travel_monitoring/17dectvt/17dectvt.pdf. This update would slightly change the weights to about 70% urban, 30% rural, which would slightly decrease the value of time calculation compared to the weights used in the proposed rollback (67.1% urban and 32.9% rural), but would be more up-to-date.

279 These comments do not necessarily endorse the rest of the methodology. For example, there are questions about discounting personal travel time saved versus business travel time saved.

280 If the agencies did inflate from 2010$ to more current dollars, the underestimation would still likely exist, though it may not be quite as large.

281 83 Fed. Reg. at 43.087.
source of these figures, but the source is unclear because the only document on the Tire Pressure Monitoring System provided in the regulatory docket is the

**User’s Coding Manual.** The agencies’ failure to make available the full data and methodology used to calculate these average occupancy figures frustrates any meaningful public review. Nevertheless, the agencies do disclose that their estimated occupancy figures specifically exclude children under 16 years of age, because “it is assumed that the opportunity cost of children’s time is zero.”

This is the third major problem with the refueling valuation: the exclusion of children’s value of time. The choice not to count children violates both NHTSA’s own guidelines and best practices for cost-benefit analysis. In the 2016 *Value of Travel Time Savings* memorandum, NHTSA considers whether the value of travel time is different for parents versus children, but ultimately concludes that “it must be assumed that all travelers’ VTTS are independent and additive,” and later expands that “Although riders may be a family with a joint VTTS or passengers in a car pool or transit vehicle with independent values, these circumstances can seldom be distinguished. Therefore, all individuals are assumed to have independent values. Except for specific distinctions [such as personal versus business travel], we consider it inappropriate to use different income levels or sources for different categories of traveler.”

Turning to other cost-benefit guidelines, OMB’s *Circular A-4* instructs agencies to estimate “gains or losses of time in work, leisure and/or commuting/travel settings,” but nowhere distinguishes between children’s and adult’s valuations, except to note that, for health effects, “the monetary values for children should be at least as large as the values for adults . . . unless there is specific and compelling evidence to suggest otherwise.” Writing on the concept of “standing in cost-benefit analysis,” Dale Whittington and Duncan MacRae conclude that “there is a clear consensus that children should be counted” in cost-benefit analysis. The agencies fail to provide any compelling argument why they should break from this clear consensus and treat all children’s time as worthless.

In 1965, when Congress first directed the control of motor vehicle air pollution to protect “the health or welfare of *any person*” after taking into “appropriate consideration . . . economic

---

283 83 Fed. Reg. at 43,087 n.262.
284 *Id.* at 43,086.
285 2016 VTTS Memo, at 5, 12.
286 OMB Circular A-4 at 31, 37.
287 Whittington & MacRae. (1986), at 666.
costs, “288 Congress clearly had in mind not just the welfare and costs of adults, but of “any person.” And when Congress mandated the “maximum feasible average fuel economy” after considering “economic practicability . . . and the need of the United States to conserve energy,” “289 it spoke not just of the needs of adults, but of the entire U.S. population. By excluding all children under the age of sixteen, the agencies arbitrarily undercount the proposed rollback’s forgone refueling benefits.

**Erasing 40%:** A fourth major problem with the agencies’ refueling valuation is the decision to erase 40% of the total value due to the assumption (drawn from the Tire Pressure Monitoring System study) that “40% of refueling trips are for reasons other than a low reading on the gas gauge” and that “owners who refuel on a fixed schedule will continue to do so.”290 But if vehicles become more efficient such that the gasoline tank is less empty after driving a given number of miles, either drivers will make fewer refueling trips or, minimally, those who continue to refuel on a fixed schedule will spend less time at the pump on each refueling trip, because their gasoline tanks will not have been as depleted over a given period of time. The agencies’ own calculations indicate that time spent filling and paying at the pump makes up nearly two-thirds of the total time spent on average refueling trips for both cars and trucks.291 Even for drivers who continue to refuel on a fixed schedule, they will save time at the pump, because their tanks will be less empty at the start of refueling. The agencies cannot completely discount those time savings.

Additionally, not every refueling trip that is “for reasons other than a low reading on the gas gauge” is automatically an example of someone who “refuel[s] on a fixed schedule.” The *User’s Coding Manual* for the Tire Pressure Monitoring System study included multiple possible responses for the primary reason for the stop besides either low gas tank or a routine schedule, including refueling trips motivated because it was “convenient at this time,” “to get/do something else (e.g., food, rest stop),” to take advantage of “price,” to “top off for specific reason (e.g., before long trip),” or for some “other” reason.292 The refueling portions of stops based on all these reasons may become shorter or may not occur at all if vehicles become more efficient and need less frequent refueling. The agencies cannot throw out the refueling time savings associated with all these other reasons for typical refueling stops.

---


291 *Id.* at 43,087, tbl. II-41.

292 NHTSA (2017) at 236.
Moreover, the relevance of the agencies’ data is questionable. The *User’s Coding Manual* for the Tire Pressure Monitoring System study on which the agencies so heavily rely suggest that data was collecting on “vehicles entering the gas station to refuel during five 15-minute data collection time periods (08:00 – 08:15 a.m., 10:00 – 10:15 a.m., 12:00 – 12:15 p.m., 2:00 – 2:15 p.m., and 4:00 – 4:15 p.m.). These time periods were to last the full 15 minutes, unless a weather-related reason or cooperation issues resulted in the need to prematurely suspend data collection at that site.”\(^{293}\) The study seems not to have captured those who refuel outside the hours of 8am-4pm, nor to have captured refueling behavior during inclement weather. There is no reason to believe based on the study that drivers who refuel outside of those specific conditions would continue to operate on a rigidly fixed refueling schedule regardless of how full the tank of their more fuel-efficient vehicles may be.

Altogether, the agencies have thrown out 40% of the refueling time savings benefits without a reasonable justification for ignoring those potential benefits—on top of the underestimations of time savings due to the rebound miscalculation, the use of outdated data, and the complete exclusion of all children under the age of 16.

**Fuel Cost and Emission Savings:** Finally, the agencies also may be excluding the cost savings and emissions savings from not having to combust fuel to drive to refueling stations as often. The agencies acknowledge that while these savings “may seem like a small amount” per individual and per year, they are “much more significant at the macro level.”\(^{294}\) Yet even though the agencies explained how “direct estimation . . . of this benefit” would be possible, instead the agencies insisted that “this benefit is implicitly captured in the separate measure of overall valuation of fuel savings.”\(^{295}\) The agencies do not clearly explain how these additional cost savings and emissions reductions are actually accounted for in their methodology, and given all the myriad problems with the agencies’ calculations of vehicle miles travel (as detailed throughout these comments), it is quite possible that these additional refueling benefits are, in fact, not “implicitly accounted for elsewhere” in either the fuel savings or emissions reductions calculations. If not, then that is an additional undercounting of the forgone refueling benefits of the proposed rollback.

The agencies also ignore the health and welfare consequences of the emissions associated with refueling and refueling stations.\(^{296}\) Residential proximity to gasoline stations, for example, may have “a significant association” with childhood leukemia, due to benzene emissions from

\(^{293}\) NHTSA (2017) at 31. *See also* id. at 210 (suggesting that no interviews with refueling drivers were conducted after 6pm).

\(^{294}\) 83 Fed. Reg. at 43,088.

\(^{295}\) *Id.* at 43,088 (also insisting that emissions benefits are also “implicitly accounted for elsewhere”).

\(^{296}\) *Compare* 83 Fed. Reg. at 43,344 (where the agencies consider the “exposure and health effects associated with traffic,” but not those associated with refueling).
gasoline. Regular exposure to refueling stations, from employment or otherwise, may also have genotoxic and other serious health effects. It is not clear that the agencies’ consideration of upstream emissions from the fuel distribution system fully capture the health effects from exposure during refueling and from proximity to or working at refueling stations. If not, then the agencies have ignored yet another important aspect of the regulatory issue before them.

G. Distributional impacts

The agencies assert that the alleged reduction in vehicle purchase price will particularly “make the difference” for “some low-income purchasers.” First, the agencies’ assumptions about the likely change in purchase price are problematic. Not only have the agencies overestimated the average change in purchase price because of multiple mistakes in their analysis—for example, as discussed in these comments, the agencies’ failure to accurately model how manufacturers will efficiently use all available compliance flexibilities, including penalties—but the agencies ignore evidence specifically on the price of lower-cost vehicles. For example, a study by Synapse Energy Economics shows that over the last ten years, the price of lower-cost vehicles has remained constant even as fuel economy has risen with the standards. The study shows that while the range of prices of new vehicles has increased, those increases occurred because the price of high-end vehicles went up as more features were added; the price of more affordable vehicles, on the other hand, has not changed. Similar findings were also reported in EPA’s own analysis leading up to the 2017 Final Determination. In that analysis, EPA found that car sales recovered to pre-recession sales levels by 2015 under increasing fuel-efficiency standards and have continued to rise since then. Ultimately, EPA found in the 2017 Final Determination that “prices in recent years, adjusted for quality and inflation, have been flat, not increasing.” Second, the agencies have failed to consider the other side of the coin for impacts to low-income consumers: the loss of fuel savings. Low-income consumers spend a relatively larger fraction of

297 Infante (2017); Steinmaus & Smith (2017).
298 E.g., Rekhadevi (2010).
300 See Section II.
302 Id.
303 Draft TAR at 6-2 (2016).
their income on fuel than on the up-front price of their vehicles compared to high-income households. As a result, fuel-efficiency increases are more beneficial to low-income consumers than they are to high-income consumers. In other words, the proposed rollback will not help low-income consumers as the agencies claim. Instead, reducing the standards will likely harm these consumers the most. As Greene & Welch note, “[The 2022-2025] fuel economy improvements will benefit all income groups and . . . the impacts will be progressive. The highest income quintile is projected to average a savings of 0.5% of their income annually, increasing uniformly to 2.2% of income saved annually for the lowest income quintile.” The evidence on the impact of the existing standards on low-income consumers does not support the proposed rollback.

IV. GENERAL PROBLEMS WITH THE AGENCIES’ DATA ANALYSIS

The agencies’ proposed conclusions regarding sales, fleet size, and VMT are fatally flawed because the agencies made grave mistakes in their econometric analysis, leading to results that should not be used to inform policymaking. These mistakes include:

- **Failing to account for endogeneity** – endogeneity occurs when findings about an explanatory variable—for example, about the impact of new vehicle price on sales—cannot be given a causal interpretation for one of the following reasons:
  - **Omitted variable bias** – omitted variable bias occurs when the agencies fail to control for important variables that have an influence on a feature (like scrappage) but are correlated with one of the variables used to calculate that feature (like new vehicle prices); when this error is present a regression can show incorrect predictions about the relationship between the variables;
  - **Simultaneity** – simultaneity arises when one or more of the explanatory variables is jointly determined with the dependent variable; of particular concern is reverse causation where the variable of interest (like car sales) affects the explanatory variable (like new car price);

- **Unreliable data** – unreliable data limit the extent to which the agencies can learn about the historical relationships and thus predict future circumstances;

- **Overfitting** – overfitting occurs when an analyst includes individual variables and interactions of variables merely to improve the extent to which the model predicts past behavior, instead of basing the specific formulation of the model on a strong theoretical foundation.

---

305 Draft TAR at 6-2.
307 Cameron (2005), at 92.
308 Wooldridge (2009), at 89-90 (for background on the bias introduced by omitted variables).
309 Id. at 546.
All of these problems permeate the agencies’ analysis. To evaluate the effects of a policy change, the agencies must understand the true relationships underlying the various elements they investigate. Once those relationships are uncovered and quantified, inferences can be drawn to inform new policies. Those inferences need to be based on causal relationships and not just correlations. Correlations can only show that two elements tend to move together, but when two elements move together that does not necessarily mean that the change in one variable is the cause of the change in the values of the other variable.

For instance, a researcher could look at income data and asthma data and conclude that there is a relationship between low income and high asthma incidence. However, this is not a causal relationship but rather a correlation. It is not the low income in itself that causes asthma but rather environmental factors that tend to be associated with income. For instance, lower income households tend to live closer to highways and freeways as the car noise and pollution make the housing there more affordable. At the same time, major road proximity has been found to elevate risk of asthma. Consider a policy that subsidizes sports facilities in wooded areas for people with low income. Based on historical data, a researcher could infer that there is a relatively low value in building such facilities, given that the low-income population tends to suffer heavily from asthma and thus will spend little time using the facility. But such a conclusion would overlook the fact that with the low-income population spending considerably more time in areas with clean air, the prevalence of asthma in that group could drop. A new sports facility could break the correlational link between the income and asthma, thus demonstrating that any conclusions that had been based on the historical correlations were wrong.

The need to uncover the causal, structural relationships between elements of interest for policymakers was pointed out for the first time by Robert E. Lucas in his seminal article, describing what has been known as the “Lucas critique.” In the article, Lucas argued that it is a mistaken approach to try to predict the effects of a change in economic policy solely on the basis of relationships observed in historical data, especially highly aggregated historical data. Lucas argued that “[g]iven that the structure of an econometric model consists of optimal decision rules of economic agents, and that optimal decision rules vary systematically with changes in the structure of series relevant to the decision maker, it follows that any change in policy will systematically alter the structure of econometric models.” In other words, a policy change might affect or even completely break the correlated relationships. Lucas also adds that reliance on correlations for setting policy is invalid because any attempt to compare different alternatives would be meaningless without any knowledge of the actual causal relationships.

310 For discussions about road proximity and asthma incidence, see Li, et al. (2011), at 34.
311 Lucas (1976), at 19–46. The article has been quoted in over 1,000 economic papers (according to the scientific database scienwebofknowledge.com) and multiple textbooks. It has also spurred the shift macroeconomics towards using micro-foundations. See Sargent (1987), at 397–98.
312 Lucas (1976), at 41.
Given that the agencies have set out to predict how the baseline standards and alternatives affect elements such as new car sales, scrappage rates, miles driven, and fatalities in the Proposed Rule, the agencies should examine and uncover the causal relationships between those elements based on good data and economic modeling. But rather than follow the economic literature and principles of good econometric analysis, the agencies have focused only on a series of correlations not causal relationships. Endogeneity problems that manifested themselves as omitted variable bias and simultaneity bias are rampant in the agencies’ analysis.

Throughout the agencies’ analysis, they ignore signs of these problems. For example, the agencies exclude several critical variables from the scrappage analysis based on incorrect coefficient signs and/or statistical significance, despite the importance of those variables to theory and past analyses\textsuperscript{313}, the value of a vehicle as scrap metal or as parts due to statistical insignificance; and the interest rate due to unexpected sign and worsening overall fit of the regressions.\textsuperscript{314} Other times, the agencies merely try to explain away the problem without addressing the counterintuitive results, like in the case of the incorrect sign on fuel efficiency for new SUVs and vans in the scrappage model.\textsuperscript{315} Instead of ignoring these problems, the agencies should consider the inconsistent results as evidence of serious econometric problems and attempt to address the underlying issues.

V. THE AGENCIES’ ANALYSIS OF HOW FUEL ECONOMY AND EMISSION STANDARDS CHANGE FLEET COMPOSITION, VEHICLE TRAVEL, AND SAFETY IS FUNDAMENTALLY FLAWED

The agencies assert that higher new vehicle prices\textsuperscript{316} under the baseline standards will cause consumers to reduce their purchases of new vehicles, and retain or buy used vehicles.\textsuperscript{317} The agencies analyze these changes using newly developed models of the new vehicle and used vehicle fleets and find huge increases in the total fleet size and vehicle miles traveled (VMT). The agencies then find that the baseline standards will cause a number of negative effects including, most importantly, increased fatalities.\textsuperscript{318} Specifically, the agencies claim that the change in composition of the vehicle fleet will result in 6,180 to 7,880 additional fatalities for

\textsuperscript{313} PRIA at 1012, 1030, 1032.

\textsuperscript{314} Id. at 1030.

\textsuperscript{315} Id. at 1024.

\textsuperscript{316} Whenever we refer to an “increase in new vehicle price” or “higher new vehicle price,” this refers to a shift from the Proposed Rule to the baseline standards.

\textsuperscript{317} The agencies refer to this effect as slower “turnover.” 83 Fed. Reg. at 42,993. The two models, when combined, can be used to analyze the change in the distribution of vehicles by model year caused by a change in fuel economy and emission standards. However, because the models are disconnected, it is impossible to determine which new vehicles replace which used vehicles. It is therefore impossible to estimate the actual change in turnover of vehicles due to the baseline standards using the models the agencies have developed.

\textsuperscript{318} 83 Fed. Reg. at 42,993.
model years 1977 to 2029, “as operated throughout those vehicles useful lives,” or approximately 50 percent of the total fatalities attributed to the baseline standards.319

The agencies’ assertion that the baseline standards will cause vehicle prices to go up in such a way that consumers alter their purchasing decisions is flawed. We address that issue in Section II. But even if the agencies are correct that the baseline standards will cause new vehicle prices to increase, their analysis of the implications of those price increases—and, in particular, their estimates of additional fatalities associated with those increases—is fundamentally flawed for two critical reasons.

First, the agencies’ estimates and modeling of the impact of price increases on total fleet size and vehicle miles traveled (VMT) violate economic theory. Correcting the agencies’ errors in this area will significantly reduce (or even reverse) the purported effect of the baseline standards on safety.

Second, even if the agencies are right that increased new vehicle prices lead to an increase in the number and proportion of older vehicles in the market, the safety impact of those vehicles is overstated. The data supporting the agencies’ conclusions are improperly inflated in ways that contradict the agencies’ prior analyses and the available evidence.

A. The agencies’ assumption that fleet size and VMT will increase under the baseline standards is arbitrary and capricious

The result of the agencies’ analysis of the baseline greenhouse gas standards and fuel economy standards—and the effect of rolling back those standards—is strongly dependent on new modeling that attempts to estimate how changes in new vehicle prices and fuel economy affect the number of vehicles by model year and body style (car, SUV, pickup) (the “composition” of the fleet). The agencies use separate models to estimate the composition of the vehicle fleet: (1) a “dynamic sales model,” which estimates the change in new vehicle sales for different levels of fuel efficiency and greenhouse gas emission standards;320 and (2) a “dynamic scrappage model,” which estimates the change in the composition of the used vehicle fleet for different levels of fuel efficiency and greenhouse gas emission standards.

The dynamic sales model is based on the theory that increasing fuel efficiency will increase new vehicle prices and reduce consumer demand for new vehicles.321 The dynamic scrappage model

---

319 Id. at 43,152-53 (estimating total fatalities attributed to the baseline CAFE standards, which includes a combination of the effects from the sales model, scrappage model, and dynamic fleet share model); id. at 43,157 (estimating the same for a rollback of the GHG emission standards); id. at 43,254 (explaining that the fatality impacts are calculated for “model years through 2029 as operated throughout those vehicles’ useful lives”).

320 This is supplemented by a “dynamic fleet share model,” which estimates the change in the distribution of new vehicle sales between cars, SUVs, and trucks.

321 Id. at 43,075.
is based on a theory that increases in the cost of buying new vehicles will reduce demand for new vehicles and increase demand for relatively new used vehicles. The increase in demand for used vehicles causes an increase in the price of relatively new used vehicles and, therefore, longer retention of older used vehicles. This effect cascades throughout the used vehicle fleet, eventually resulting in an increase in the price of very old vehicles that might otherwise have been sold for parts and raw materials (“scrapped”). The increase in the value of these cars can reduce the rate at which they are scrapped rather than held or resold.

But while those theories may be relatively uncontroversial, the agencies then make a totally unsupported leap to assert that “[b]ecause higher used vehicle prices will lower the number of vehicles whose cost of maintenance is higher than their value, it is expected that . . . some vehicles that would have been scrapped without replacement under lower new vehicle prices will now remain on the road because their value will have increased,” referred to as “non-replacement scrappage” by the agencies. According to the agencies, that non-replacement scrappage leads to a significant increase in the number of total vehicles on the road, which is attributable to the baseline standards.

The agencies’ analysis then assumes that vehicles at each age, including those that, but-for the baseline standards would have been scrapped, are driven the number of miles established in a set of VMT schedules. That is, the agencies assume that existing VMT schedules should be applied to those additional vehicles and thus uses those schedules to calculate the number of fatalities that are attributable to scrappage. Because those schedules assume each vehicle of a certain age and type in the fleet drives a set amount of miles without any adjustment for the increase in total fleet size or vehicle quality (i.e., wear and tear and durability), the finding that the standards cause the fleet size to increase results in a significant increase in total VMT. This increase in VMT in turn drives fatalities.

There are two severe flaws in this analysis, which render the rule arbitrary and capricious and which we discuss in turn below:

- First, the agencies have provided no explanation to support the assumption that higher prices (even if they were real), would lead to non-replacement scrappage and an increase

---

322 The agencies’ analysis uses a combination of the increased price of new vehicles and the decrease in cost per mile (CPM) of operating new vehicles as proxies for how the standards will increase the prices of used vehicles. PRIA at 1004.


324 See PRIA at 998.

325 Id. at 1004; 83 Fed. Reg. at 43,095.

326 PRIA at 1004, 1058.

327 83 Fed. Reg. at 43,099.

328 Id. at 43,188; PRIA at 998.
in the total fleet size. Indeed, the academic literature and standard economic theory demonstrate that the assumption is unreasonable.

- Second, even if there were additional vehicles on the road, the agencies have not provided a reasonable explanation to support the assumption that total vehicle miles traveled should increase. Again, the academic literature and standard economic theory demonstrate that the assumption is unreasonable.

Any sales and scrappage modeling should take this established economic research into account. In addition, as we also explain in detail below, the agencies’ analysis is riddled with serious econometric errors. Should the agencies still seek to estimate scrappage effects, we summarize our advice on a “path forward” below. Ignoring the fundamental principles that we outline here would be arbitrary and capricious.

1. The agencies’ assumption that an increase in vehicle price will substantially increase the size of the used vehicle fleet is fundamentally flawed

The agencies use a reduced form scrappage model to estimate scrappage rates. The model ignores the simultaneous interactions and the impact that the variables in the model have on each other and fails to take basic economic theory into account. The model produces a substantial increase in the size of the used vehicle fleet. The increase is so large that it substantially exceeds the decrease in aggregate new vehicle sales that is predicted by the dynamic sales model. The results of these two models lead to a large increase in total aggregate fleet size attributable to the baseline standards. These conclusions are flawed for a number of reasons discussed at length below:

- They are inconsistent with basic economic theory;
- They are inconsistent with the academic literature, including the work of Howard Gruenspecht, the economist whom the agencies rely on for their theory; and,
- They produce results that are inconsistent with even the agencies’ explanation of the relationship between fuel economy and scrappage.

a.) Standard economic theory supports an assumption that fleet size will either stay the same or decrease with an increase in vehicle prices

i.) Fleet size will either stay the same or decrease with an increase in vehicle prices

Economic theory supports the possibility that new vehicle price increases may change the distribution of new and used vehicles and, ultimately, could slow scrappage of used vehicles that would have been replaced by other vehicles. If the price of new vehicles increases with more stringent standards, some portion of households that would have purchased a new vehicle may instead keep their current vehicle or purchase a used vehicle. This shift out of the aggregate demand curve for used vehicles may ultimately increase the number of used vehicles on the road.
But economic theory provides no support for the idea that a shift to used vehicles will cause an increase in the total number of vehicles on the road.\textsuperscript{329}

First, price changes cause only relatively modest changes in scrappage rates in the first place because prices are not the most important factor in scrappage decisions. Most scrappage is due to age-related factors that are unrelated to increases in price.\textsuperscript{330} As a result, the elasticity of scrappage with respect to used vehicle price is low (between -0.4 to -0.7),\textsuperscript{331} meaning that the shift to used vehicles for a given price increase is low.\textsuperscript{332} As such, even if there is a shift to used vehicles, the effect of price on scrappage should be small, and certainly not so large that it overwhelms the reduction in new vehicle sales.

Second, when price increases on both used and new vehicles, the value of the services provided by those vehicles does not change. As a result, in equilibrium, when price increases and the value of the services is unchanged, the amount of the good purchased decreases. In other words, a potentially scrapped vehicle is diverted from the scrap heap only if there is used vehicle demand that the owner can meet by choosing to sell rather than scrap. But the additional used vehicle demand is directly related to a reduction in new vehicle demand. There is no reason to believe that it will increase the number of total vehicles on the road. Any shift towards used vehicles is connected to the decrease in new vehicles. New and used cars are substitutes,\textsuperscript{333} and as such we should expect that the quantity and prices in the new vehicles sales market will affect quantity and prices in the used vehicles sales market and vice versa.\textsuperscript{334}

\textsuperscript{329} As explained further below, just as new vehicle price affects scrappage rates only by changing used vehicle demand (and therefore price), changes in new vehicle fuel efficiency (holding price constant) also only affect scrappage rates by changing used vehicle demand (and therefore price). Therefore, fuel efficiency increases should affect only fleet composition and not fleet size. New vehicle fuel efficiency (holding price constant) would have the opposite effect on fleet composition that increased new vehicle price has. As a positive attribute, higher new vehicle fuel efficiency will increase demand for new vehicles, thereby reducing demand for (and price of) used vehicles.

\textsuperscript{330} Bento et al. (2018), at 178 (stating that “the inelasticity of this parameter suggests that accurately modeling vehicle lifetime is of first order importance, as most scrappage will occur due to age-related, exogenous scrappage rather than policy induced, endogenous scrappage”).

\textsuperscript{331} Bento et al. (2018), at 159; Jacobsen & van Benthem (2015), at 1325.

\textsuperscript{332} Jacobsen & van Benthem (2015), at 1333 (Table 6).

\textsuperscript{333} PRIA at 930, 1053.

\textsuperscript{334} For example, in his dissertation, Howard Gruenspecht, includes the scrappage rate, new car price, and new car sales in his regression for used car price. Gruenspecht (1982a), at 81, 99-101. In his structural scrappage regression, Gruenspecht includes new cars sales. Id. at 106-107. In his corresponding reduced form regression, he includes vehicle miles traveled per capita to address overall demand for driving, in addition to the vehicle stock in the previous period. Id. at 86, 109-113. Finally, Gruenspecht demonstrates that the quantity of new vehicle demand is a function of vehicle miles traveled per capita and vehicle stock in the previous period, in addition to new vehicle price. Gruenspecht (1982a), at 87; see also Goulder et al. (2012), at 192 (using a model that solves for supply-demand equilibrium in the new and used car markets”).
Ignoring these facts, the agencies assert that higher new vehicle prices will reduce scrappage rates more than they reduce new vehicle purchase rates, so that over time, more used vehicles are retained than needed to replace forgone new vehicle purchases. The enormous discrepancy between the change in new vehicle purchases and the increased fleet size is due in part to the agencies’ irrational decision not to connect the results of the new vehicle sales model and the scrappage model so that they influence each other. Moreover, many of the variables—including used car prices, used car scrapping rates, and new car sales—are functions of each other and therefore using one to predict the other can be circular (that is, they suffer from the simultaneity bias). For example, changes in the price of new vehicles changes the scrappage rate of used vehicles. But changing the supply of used vehicles (via scrappage) also affects the price of new vehicles. Lowering the number of used vehicles on the market may increase used vehicle prices, which may reduce the price disparity between relatively new used vehicles and brand new vehicles, thereby increasing demand for new vehicles and, therefore, the price of new vehicles.

The agencies argue that it is not necessary to connect the new vehicle purchase decision and used vehicle scrappage because different households are making the decision to buy a new car and scrapping a used car. But while different households might be making those decisions, the decisions are connected through the market, as new vehicle sales, new vehicle price, used vehicle price, and scrappage rates are jointly determined in the marketplace. The agencies should connect the results from the new sales model and the scrappage model.

Third, instead of an increase, it is actually more likely that price increases would cause a small decrease in the total fleet size. Most households that would have purchased a new vehicle but that instead purchase a used vehicle will likely purchase a close substitute (i.e., a low age/mileage used vehicle). This effect moves down through the fleet before it affects scrappage. As explained above, as the new vehicle price increase raises the prices for used vehicles, a portion of buyers that would have bought young used vehicles will buy vehicles that are slightly older; and vehicles owners who would have bought the older used vehicles will buy even older vehicles; and so on down the chain. Some of the last buyers at the bottom of that chain will be supplied by vehicles that, without the standards, would have been scrapped. But a portion of used vehicle purchasers that would have purchased a used vehicle before used vehicle prices went up
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335 83 Fed. Reg. at 43,099 (“Our models indicate that the ratio of the magnitude of the scrappage effect to the sales effect is greater than one so that the fleet grows under more stringent scenarios”).

336 Id. (explaining that “while both models are informed by new vehicle prices, the model of vehicle sales does not respond to the size and age profile of the on-road fleet, and the model of vehicle scrappage rates does not respond to the quantity of new vehicles sold”).

337 See Gruenspecht (1982a), at 82.

will instead choose to forgo a vehicle purchase. This happens as some who may have been planning to replace their old used car may now decide that, facing higher prices, they are better off opting out of the market into alternative forms of transportation. These consumers may instead make the same number of car trips using fewer vehicles. For example, some families may be unable to afford a used car for their teen, or will sell their sedan to buy a used minivan instead of being able to keep both. Others may reduce their need for a vehicle (or second vehicle) and travel by alternative means such as walking, biking, ride sharing service, or public transit.\textsuperscript{339} The magnitude of this decline in fleet size is dependent on the price elasticity of used vehicle supply and the elasticity of substitution between used vehicles and alternative forms of transportation. If demand is very elastic, for example because teenage drivers can get rides with friends or mass transportation is readily available in that location, there will be more of a shift than if demand is inelastic. Either way, this force will likely reduce the total number of used vehicles on the road.

\textbf{ii.) The agencies’ explanations for their fleet size results are unavailing}

The agencies offer a few explanations to address the fact that their description and results are inconsistent with basic economic theory, but those arguments are unavailing.

First, the agencies assert that the number of vehicles not scrapped will be higher than the decrease in new vehicles sales\textsuperscript{340} because the used vehicle fleet is so much larger than the new vehicle fleet.\textsuperscript{341} But the total number of vehicles (new and used) and total VMT is determined in general equilibrium where supply meets demand. These market clearing conditions are influenced by underlying supply and demand curves, which are related to the elasticity of demand and the elasticity of scrapping, not magnitudes of the relative markets.

Second, the agencies argue that households require more than one used vehicle to replace the full lifetime of a new vehicle and that this increases the fleet size.\textsuperscript{342} But as fleet size is measured on a per annual basis, more cars with a shorter-life span does not lead to a larger annual fleet size. Moreover, this reasoning is predicated on VMT schedules remaining constant (which they should not, as discussed below). In addition, households purchase “close substitute[s] for new models”\textsuperscript{343} and those substitutes are unlikely to be multiple used vehicles. Instead, previous purchasers of new

\begin{itemize}
\item \textsuperscript{340} PRIA at 1057.
\item \textsuperscript{341} Id. at 1057.
\item \textsuperscript{343} PRIA at 930.
\end{itemize}
vehicles will purchase a relatively new used vehicle, an effect that moves down the chain, as explained above.

Third, the agencies concede that their results may not be “intuitive for reviewers” because normally increased prices would not lead to a bigger fleet, rather “reduced prices of new vehicles and increased sales,” as promised under the Proposed Rule, “should lead to a larger on-road fleet.” The agencies nonetheless argue that “the increased sales” that one might expect from reducing prices under the Proposed Rule are “more than offset” by the accelerated scrappage shown in the agencies’ modeling. But this reasoning does not help the agencies because it is the 

*results of the model* that violate economic theory. The agencies cannot support the theoretical validity of their model by pointing to the results of their model. The fact that a model shows a counterintuitive result is a reason to fix the model, not a reason to dismiss intuition and theory.

For all these reasons, EPA was correct to note in comments on the Proposed Rule prior to its publication that “[t]he total number of registered vehicles would not change significantly as a result of consumer decisions to retain used vehicles longer instead of purchasing new vehicles.” As EPA recognized, it is inconsistent with basic economic principles to expect that fleet size would decrease with the Proposed Rule, relative to the baseline.

**b.) The agencies’ scrappage assumptions are inconsistent with the academic literature**

In an effort to support the assumption that increased prices lead to a larger fleet, the agencies cite heavily to several academic papers. But those papers do not support the conclusions the agencies reach. Namely, while the academic literature supports a connection between new vehicle prices and slower replacement scrappage, the literature does not support the assumption that fleet size would increase due to non-replacement scrappage. Instead, they show that vehicle price increases and fuel efficiency increases are likely to, if anything, decrease fleet size as explained above.

---

344 83 Fed. Reg. at 43,098 ("While it might be natural to assume that reduced prices of new vehicles and increased sales should lead to a larger on-road fleet, in our modelling, the increased sales are more than offset by the somewhat accelerated scrappage that accompanies the estimated decrease in new vehicle prices.").


i.) The cited literature does not support the assumption that price increases will lead to a slower non-replacement rate of scrapped vehicles and fleet size increases

The agencies’ scrappage assumptions are based primarily on a paper and dissertation by Howard Gruenspecht, which studied the impact of fuel efficiency regulations on pollution reductions.347 In those papers, Gruenspecht found that pollution reductions may be partially offset if a policy-induced fuel efficiency increase causes some potential new-vehicle purchasers to switch from lower-emitting new vehicles to higher-emitting used vehicles, and from lower-emitting used vehicles to higher-emitting older used vehicles.348 Under Gruenspecht’s theory, this effect culminates in a slower rate of vehicle scrappage.

The agencies repeatedly cite to Gruenspecht to support the assumption that higher vehicle prices will lead to both replacement and non-replacement scrappage, which the agencies largely do not distinguish and call collectively the “Gruenspecht effect.”349 But the agencies misunderstand the papers. Gruenspecht’s research was concerned with the effect of increases in new vehicle price on the scrappage of used vehicles that would have been replaced by new vehicles or newer used vehicles—what the agencies refer to as slower “replacement scrappage,” not with non-replacement scrappage.350 In fact, as Gruenspecht explained in his dissertation, which formed the basis for the 1982 paper, “the desired number of vehicles in the stock is insensitive to variation in the price of new cars” and “the primary effect of a change in new car prices is to alter the composition of the vehicle stock via its effect on scrapping decisions” not to change fleet size.351 Indeed, because of this, Gruenspecht held the “aggregate vehicles miles travelled (VMT) and the total number of vehicles” constant in his analysis, a fact that the agencies ignore in the Proposed Rule.352

The other cited authors that have actually studied the phenomenon addressed in the Gruenspecht paper also all address only replacement scrappage, and do not address at all the idea of non-replacement scrappage. For example, the agencies point to an analysis conducted by the California Air Resources Board as support for “including some estimate of the Gruenspecht effect,” but the agencies themselves acknowledge that CARB did not analyze non-replacement scrappage.

---

349 83 Fed. Reg. at 43,093, 43,094, 43,095, 43,096; PRIA at 932, 999, 1002, 1013, 1014.
350 83 Fed. Reg. at 43,095 (“Aggregate measure of the Gruenspecht effect will include changes to scrappage rates both from slower replacement rates, and slower non-replacement scrappage rate”); PRIA at 1004. Other academic papers refer to this effect as “used car leakage.” See Jacobsen & van Benthem (2015), at 1331.
351 Gruenspecht (1982a), at 120 (emphasis added).
As such the CARB analysis has no bearing at all on the question of whether the agencies should assume that slower non-replacement scrappage is “expected.”

Another paper that the agencies cite in support of their scrappage model is an empirical analysis of the relationship between fuel price increases and scrappage rates among used vehicles conducted by Mark Jacobson and Arthur van Benthem. Unlike the Gruenspecht and CARB analyses, Jacobsen & van Benthem did not hold fleet size constant. But after finding that an increase in the price of used vehicles gives owners an incentive to postpone the decision to scrap, Jacobson & van Benthem found a decline in the fleet size when estimating the Gruenspecht effect, not an increase, as the agencies find. The paper did not set out to estimate the magnitude of any effect on the total fleet size and cannot be read as support for any magnitude estimate. But because the paper shows a decline in fleet size, it cannot be used to support any conclusion that fleet size should go up with reduced scrappage. As the authors have explained in a letter to the agencies regarding the Proposed Rule, under standard economic theory, if the baseline standards increase vehicle prices, the total fleet size would likely decrease over time. Similarly, an earlier paper by Goulder, Jacobson & van Benthem suggested that tighter emission standards would lead to an overall decrease in fleet size, even after accounting for an increase in used car sales.

In addition to these papers, the agencies assert that Greenspan & Cohen’s paper offered “additional foundations from which to think about vehicle stock and scrappage.” But that paper does not address non-replacement scrappage. And by the agencies’ own admission, Greenspan & Cohen hypothesized a pathway through which “engineering scrappage seems to increase,” rather than decrease, with increasing emissions standards because emissions controls
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354 PRIA at 1004 (“Because higher used vehicle prices will lower the number of vehicles whose cost of maintenance is higher than their value, it is expected that not only will replacements of used vehicles slow, but also, that some vehicles that would have been scrapped without replacement under lower new vehicle prices will now remain on the road because their value will have increased. Aggregate measures of the Gruenspecht effect in this analysis will include changes to scrappage rates both from slower replacement rates, and slower nonreplacement scrappage rates”) (emphasis added).
355 83 Fed. Reg. at 43, 093, 43,094, 43,097 (citing Jacobsen & van Benthem (2015)).
357 Id., at 1313.
358 Jacobsen & van Benthem (2015) found a decline in the fleet size when estimating the Gruenspecht Effect. If NHTSA has not already done so, NHTSA will see this result after running the Jacobsen & van Benthem (2015) code. See Jacobson and Benthem Data, https://www.aeaweb.org/aer/data/10503/20130935_data.zip.
359 Jacobsen & van Benthem Docket Letter at 1.
360 Goulder et al. (2012), at 200 (Table 6.3).
361 PRIA at 1000-1001.
may make vehicles more complicated to maintain.\textsuperscript{362} As such, that paper does not support the 
agencies’ argument in the Proposed Rule that higher emissions standards cause reduced 
scrappage.

The agencies cite to a number of other academic papers as support for their scrappage model.\textsuperscript{363} 
But the cited literature does not support the agencies’ analysis.

For example, the papers by Walker, Parks, & Bento et al. estimated the effect of the elasticity of 
scrappage with respect to new or used vehicle price.\textsuperscript{364} The agencies do not use these elasticity 
estimates in their modeling and do not analyze whether the implied elasticities of scrappage 
derived from their scrappage model are consistent with this literature. Were the agencies to use 
those estimates, it is likely that the scrappage effect would decrease substantially because, as 
Bento et al. found, these elasticities show that most scrappage is due to age-related factors that 
are unrelated to increases in price.\textsuperscript{365}

Greene & Chen (1981) and Feeney & Cardebring (1988) analyzed the life expectancy of 
different types of vehicles and did not look at the impact of a fuel efficiency program or vehicle 
price changes on those rates.

Hamilton & Macauley (1999) also looked at vehicle longevity and found that it was likely 
related to factors such as the driving environment. The paper did not address the impact of 
vehicle price or fuel efficiency on scrappage.

Busse et al. (2013), Sallee et al. (2016), and Alcott & Wonzy (2014) all focused on whether and 
how much consumers value fuel efficiency, using data on used vehicles. The former two papers 
did not calculate a scrappage rate as a function of vehicle price of fuel efficiency. Of these 
papers, only Alcott & Wonzy (2014, p. 784) estimated a simple scrappage model (i.e., vehicle 
survival probability as a function of vehicle age, model year, and fuel economy), though this 
estimate did not analyze the price effect on scrappage.

Li et al. (2009) focused on the effect of gasoline price on fleet fuel economy, not the effect of 
vehicle prices on scrappage. While Li et al. (2009) controlled for the effect of fuel efficiency on 
used vehicle scrappage, the paper did not address the key issue underlying the agencies’ theory 
that an increase in existing vehicle prices will reduce the scrappage rate of those vehicles.

\textsuperscript{362} See 83 Fed. Reg. at 43,093; PRIA at 1000. Greenspan and Cohen’s results show that any impact on the durability 
of vehicles doesn’t meet the standard 95\% significance level with a t-statistic of -1.3. Greenspan & Cohen (1999), at 
374-375.

\textsuperscript{363} See 83 Fed. Reg. at 43,094 (citing to Walker (1968), Parks (1977), Greene and Chen (1981), Feeney and 
Cardebring (1988); Greenspan and Cohen (1999); Hamilton and Macauley (1999); and Bento et al. (2018)).

\textsuperscript{364} Walker (1968); Parks (1977); Greenspan and Cohen (1999); and Bento et al. (2018).

\textsuperscript{365} Bento, et al. (2018), at 178 (stating that “the inelasticity of this parameter suggests that accurately modeling 
vehicle lifetime is of first order importance, as most scrappage will occur due to age-related, exogenous scrappage 
rather than policy induced, endogenous scrappage”); Goldberg (1998), at 31 (explaining that “the substitution effects 
towards used cars were estimated to be small” and that “policies oriented towards shifting the composition of the 
new car fleet towards more fuel efficient vehicles seem promising”).
Thus, none of these papers is relevant to the Gruenspecht effect. In sum, contrary to the agencies’ assertions, the economic literature provides no support for the agencies’ underlying assumption that higher vehicle prices lead to slower non-replacement scrappage.

ii.) The empirical findings of the rebound literature show that increased fuel efficiency should not increase fleet size either directly or through higher new vehicle prices

The empirical literature on the rebound effect also supports the assumption that an increase in new vehicle price or fuel efficiency will not change the overall fleet size and that, if anything, it should reduce total vehicles on the road:

- In a study of the relationship between gasoline prices and travel demand, Paul Schimek hypothesized that an increase in vehicle price decreases vehicle stock. Using U.S. time series data primarily from the Federal Highway Administration, Schimek separately estimated the effect of gas prices on vehicle stock, vehicle fuel efficiency, and vehicle miles traveled. His results confirm the hypothesis that real vehicle price has a negative, statistically significant impact on vehicle stock.

- In their 2007 study estimating the rebound effect caused by changes in fuel efficiency, Kenneth Small and Kurt Van Dender derived estimates of the relationship between vehicle price and fleet size. By simultaneously estimating a system of equations for VMT per capita, fleet size, and fuel efficiency for the United States from 1966 to 2001, Small and Van Dender also found that an increase in new vehicle price has a negative, statistically significant effect on total vehicle stock. They also found that changes in fuel cost per mile had a statistically insignificant effect on fleet size, with the sign of the effect varying by the method of regression.

- Phillippe Barla and coauthors applied the methodology developed by Small and Van Dender to panel data at the provincial level in Canada from 1990 to 2004. They found that new vehicle price, vehicle km traveled per adult, and fuel cost per km all have a negative but statistically insignificant effect on the per-adult stock of vehicles.

- In a 2010 paper, Kent Hymel, Kenneth Small, and Kurt Van Dender extended the methodology developed by Small and van Dender (2007) by including an additional
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366 Schimek (1996), at 84.
367 Schimek (1996), at 85 (applying OLS after rejecting simultaneity).
368 Id., at 86 (Table 2).
369 Small and Van Dender (2007), at 39 (Table 3).
370 Id. (showing coefficient of vehicle price, pv, with a negative statistically significant value).
371 Barla et al. (2009), at 390.
372 Id. at 398.
simultaneous equation for congestion.\footnote{Hymel (2010), at 1221.} They found that the price of new vehicles has a statistically insignificant effect on vehicle stock.\footnote{Id. at 1231 (Table 3 showing a lack of significant of coefficient corresponding to \(pv\)).} A 2015 paper by Hymel and Small also found a statistically insignificant impact.\footnote{Hymel and Small (2015), at Table B2.}

Overall, these results are consistent with the assumptions utilized by Gruenspecht and the findings of Jacobsen and van Benthem: if an increase in vehicle price has any effect on vehicle stock, it is likely negative. The agencies’ contrary analysis is fatally flawed.

c.) Charts showing simplified impact of a change in new vehicle price

Figure 2 below demonstrates in simplified form, the changes in supply and demand that might lead from a change in the price of new vehicles. For purposes of simplicity, in these charts we abstract from simultaneity in the vehicle market. For example, we do not show the demand and supply for vehicle miles traveled and safety, which are simultaneously determined with the number of new and used vehicles. For comparability, we also assume that consumer valuation of the fuel efficiency increase is less than \(\Delta K\), as the agencies assume in the sales module, though the opposite could be true shifting households from used to new vehicles.

In the first chart, when prices go up, sales decrease from \(N_1\) to \(N_2\) and prices of new vehicles increase from \(P_1\) to \(P_2\). In other words, new vehicle demand shifts out and new vehicle supply shifts in.

The second chart shows changes in the used vehicle market. As increases in new vehicle price shift out used vehicle demand, demand for used vehicles (on net) shifts out and causes increasing sales from \(U_1\) to \(U_2\) and price from \(C_1\) to \(C_2\). The change in prices on the used car market feeds back into the demand curve for new cars. The total effect of the interactions between the two markets is the increased share of used vehicles. The change in vehicle stock is \(\Delta U - \Delta N\). This would does not lead to an overall increase in fleet size (i.e., \(\Delta U - \Delta N \leq 0\)).

In the third chart, as the price of used vehicles increases, because of the shift in demand for public transportation, the number of mass transit trips increase from \(T_1\) to \(T_2\). Similarly, some households who forgo buying a new vehicle will instead carpool or find other sharing vehicle sharing arrangements within and between households; this will increase the number of passengers per vehicle.
d.) *Further econometric and analytical errors*

i.) **Omitted variables**

In the scrappage model, the agencies have, without explanation, omitted a number of other variables that are critical to understanding the scrappage effect including:

- Turnover rate and/or other connections between new and used vehicle markets and VMT (e.g., new vehicle sales, VMT per capita, and vehicle stock); 
- The price of scrapped metal and other variables critical to the scrappage theory laid out in the literature by Walk, Parks, Gruenspecht, and Bento.

---

376 PRIA at 1012
377 In his structural scrappage regression, Gruenspecht (1982a) at 106-107, includes new cars sales. In his corresponding reduced form regression, Gruenspecht, 1982a), at 86, 109-113, includes vehicle miles traveled per capita to address overall demand for driving, in addition to the vehicle stock in the previous period. Bento et al. (2018), at page 171, (Table 3) include turnover rate in their structural scrappage regression.
378 As noted by Gruenspecht (1982b) at 328, a vehicle is scrapped when the price of a vehicle less its scrappage cost is less than its scrappage value. According to the literature cited by NHTSA, maintenance and repair costs (Walker (1968); Parks (1977) at 1104; Gruenspecht (1982a), at 105-114; Greenspan and Cohen (1999); Bento et al., (2018)) and scrappage value (Parks (1977) at 1104; Gruenspecht (2011), at 105-114; Bento et al., (2018)), are almost always included in scrappage regressions. In the exception to the rule, Jacobsen & van Benthem (2015) include various...
• Environmental causes of scrappage, including improvements in crash avoidance technology and national migration to fair weather areas; and

• Percent of imported vehicles.

In addition, using new vehicle price to determine scrappage rates fails to control for several variables that affect used vehicles and are independent of new vehicles. For example, odometer readings affect used vehicle price because more driving implies more wear and tear, and lower remaining vehicle value, holding age constant. Vehicle brand can affect used vehicle price because it is a proxy for vehicle durability, which is correlated with used vehicle price and scrappage. Some vehicle brands are associated with durability and a robust used vehicle price. Brand (along with model year) can control for the “repair incidence distribution.”

For the sales model, in addition to fuel efficiency, the agencies fail to control for several other important confounding variables. Some key variables that the agencies should control for are: vehicle attributes; vehicle quality or durability; vehicle search costs; socio-economic and demographic variables; and geographic variables. Vehicle miles traveled per capita, vehicle stock and other connections to the used vehicle market, and aggregate VMT are also omitted. Failure to address the omission of variables critical to the theory underlying the agencies’ modeling conclusions raises serious questions about the agencies’ ability to appropriately estimate the effect of new vehicle prices on fleet turnover. Indeed, if variables used in the academic literature unexpectedly have an incorrect sign or are insignificant, the agencies should consider the possibility that the model is misspecified or that factors in the model are endogenous.
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382 Chen and Lin (2006) at 749 (Table 2); Parks (1977); Jacobsen and Benthem (2015); Li et al. (2009).
384 PRIA at 949
385 Li et al. (2009); McCarthy (1996) at 454.
386 Gruenspecht (1982a), at 87 (explaining that the quantity of new vehicle demand is a function of vehicle miles traveled per capita and vehicle stock in the previous period, in additional to new vehicle price).
387 For example, fleet turnover and its common proxy variable – new vehicle sales - are potentially endogenous. Bento et al. (2018) at 163. Due to the aggregate nature of the data (Li et al., (2009) at 125), many other variables
ii.) The impact of fuel efficiency on scrappage in the agencies’ results is evidence of a grave error

According to standard economic theory, when price is held constant, fuel efficiency should increase the value of a vehicle and cause demand for the vehicle to go up, leading to higher scrappage rates. In other words, when fuel efficiency improves, that increases demand for new vehicles, which reduces demand for used vehicles, reduces the price of used vehicles, and ultimately, increases (replacement) scrappage. Fuel efficiency would not cause the fleet size to increase. Like new vehicle price, changes in fuel efficiency should not lead to a change in total fleet size, but only a relative change in the proportion of new and used vehicles, as explained above.

The agencies agree that increasing fuel efficiency without changing vehicle prices should increase scrappage. But when the agencies control for price in the scrappage model, the model provides the opposite result: an increase in fuel efficiency leads to both decreased scrappage and an increased fleet size. This is evidence of a grave error.

The error is evident in a sensitivity that the agencies provide. The agencies include cost per mile (CPM) of new vehicles in the scrappage model in order to take into account the effect that fuel efficiency will have on used vehicle demand and scrappage. In the PRIA, the agencies then present results of a sensitivity analysis where they disable the new vehicle sales model and dynamic fleet share model, and rebound, and assume that the baseline standards will cause a $0 price increase in new vehicles. Notably, this sensitivity case does not disable the entire
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389 83 Fed. Reg. at 43,093 (“Where [consumers’] additional value of fuel savings associated with a technology is greater than any loss of value from trade-offs with other attributes, the demand for new vehicles will also shift upwards.”); PRIA at 1027 (“As expected, the cost of travel for new vehicles is inversely related to the scrappage of cars and pickups—as new vehicles are more efficient there is an increase in the demand for new vehicles, and a decrease in the demand for used vehicles, holding new vehicle price constant”).
390 PRIA at 1027. Note, however, that this is only relevant if consumers value fuel efficiency. If consumers do not value fuel efficiency, the CPM on new vehicles would not affect vehicle purchasing decisions and so would not need to be included in the scrappage model. Put another way, only non-quality improvements are arbitraged into used vehicle price. Hamilton and Macauley (1999), at 257 (another way to address this problem would be to subtract the portion of fuel efficiency increases that consumers value from the new vehicle price increase to create a quality adjusted price variable).
391 This is because the only elements of the agencies’ analysis that change VMT are the number of vehicles by Model Year (as determined by the sales and scrappage models) and the rebound analysis, and the only elements of the agencies’ analysis that change fatalities are the VMT by model year.
392 PRIA at 1531 (describing the “Scrapage and Fleet Share Disabled” as an analysis of the baseline and proposed standards when the new vehicle sales remain at levels specified for MY 2016 and new vehicle prices are kept at MY 2016 levels for the purpose of estimating scrappage).
scrappage module. Rather under this case, the fuel efficiency improvements of the baseline standards (expressed as changes in CPM) continue to affect scrappage decisions, and therefore the distribution of vehicle model years within the used vehicle fleet and the total vehicle fleet size.\textsuperscript{393}

As such, any difference in fleet size between the baseline standards and the Proposed Rule in this sensitivity case is fully attributable to the fuel efficiency effect on scrappage.\textsuperscript{394} In addition, because the agencies present each sensitivity case with the rebound effect disabled, any change in VMT or fatalities between the baseline standards and the Proposed Rule in this sensitivity case is fully attributable to the fuel efficiency effect.

But while holding new vehicle price constant should mean that scrappage goes up, the agencies’ sensitivity analysis shows the opposite. As shown in Table 1, the agencies’ analysis shows that holding new vehicle price and rebound constant leads to a theoretically nonsensical decrease in scrappage and, as a result, an increase in fleet size (by 59 million vehicles), VMT (by 280 billion miles), and fatalities (by 2640 deaths). In fact, these nonsensical results are the cause of 40% of the fleet size increase and fatalities—as well as the related portion of the CO\textsubscript{2} increases, congestion, and fuel consumption—that the agencies attribute to the baseline standards. This points to deep flaws in the agencies’ scrappage model.

**Table 1. Cumulative Changes in Fleet Size, Travel (VMT) and Fatalities Through MY 2029 Under Baseline CAFE and CO\textsubscript{2} Standards (Without Rebound)**

(adapted from Tables 13-5 and 13-6 of the PRIA\textsuperscript{395})

<table>
<thead>
<tr>
<th>Sensitivity Case</th>
<th>Fleet Size (millions)</th>
<th>VMT (billion miles)</th>
<th>Fatalities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Case</td>
<td>190</td>
<td>690</td>
<td>6340</td>
</tr>
<tr>
<td>Scrappage and Fleet Share Disabled</td>
<td>59</td>
<td>280</td>
<td>2640</td>
</tr>
</tbody>
</table>

The error appears to be driven by the fuel efficiency estimates for new SUVs and vans. The agencies’ scrappage model is separated into different regressions for three styles of vehicle: cars, Vans/SUVs, and Pickups.\textsuperscript{396} In the regression for each style, the agencies include variables for new vehicle price and new vehicle CPM as the explanatory variables for determining scrappage

\textsuperscript{393} *Id.* at 1050-1051 (describing the scrappage model as using the same variables but with new vehicle price effectively set to its MY 2016 value, and showing that variables related to CPM have not been set to zero).

\textsuperscript{394} This is because the only elements of the agencies’ analysis that change fleet size are the new vehicle sales, scrappage, and dynamic fleet share model.

\textsuperscript{395} PRIA at 1540, 1542.

\textsuperscript{396} *Id.* at 1006.
rates. In addition, the agencies include a number of control variables related to vehicle age, model year, used vehicle CPM, and GDP.397

The coefficients of the new vehicle CPM variables for each body style represent the extent to which the model expects new vehicle fuel efficiency (represented as new vehicle CPM) to change scrappage rates for that body style. Negative values for the new vehicle CPM variables represent a prediction that as new vehicle fuel efficiency increases (i.e., the costs of driving a new car decrease), scrappage rates will increase. Positive values for new vehicle CPM represent the prediction that as new vehicle fuel efficiency increases (i.e., the costs of driving a new car decrease), scrappage rates will decrease. Economic theory would, therefore, predict only negative values for the new vehicle CPM variable: to the extent new vehicles of different body styles cause different changes to used vehicle demand for a given fuel efficiency change, the only difference in the model should be the magnitude of the change.

But in running the model, the results show that the relationship between scrappage rates and the fuel efficiency of one of those categories of vehicles (SUVs and vans) is positive and of such a high magnitude that it is throwing off the rest of the agencies’ results, as shown in Table 2. Specifically, the magnitude of new SUVs and vans is 6.6 times larger than the magnitude of the new car CPM value, and over 13.9 times larger than the new pickups CPM value. The high relative magnitude of the value for SUVs is causing the scrappage model to generate lower scrappage, a larger fleet, additional VMT, and more fatalities due to improvements in fuel efficiency, holding new vehicle price constant.398 And this effect increases over time because the agencies’ dynamic fleet share model increases the proportion of new vehicles that are SUVs (and pickup trucks) as compared to cars.399

397 See Id. at 1044. The agency also includes lagged versions of these variables (e.g., the new vehicle price in the prior year), interactions between the variable and itself (e.g., age² and age³), and interactions between variables (e.g., the interaction between age and model year). The inclusion of interaction variables make it very difficult to evaluate the results of the regression for an individual variable of interest. However, because new and used vehicle CPM are included without any interactions, the results for these variables can be interpreted as the effect of CPM changes on scrappage rates. This is done simply by adding up (new or used) CPM with the lagged variable for (new or used) CPM. Id. at 1027 (“By summing the current and lagged period new vehicle cost per mile coefficients, the overall level effect of the cost of travel can be computed by body style”).

398 Because the agencies do not present the effect of changes in CPM on scrappage for the three body styles combined, it is not possible to determine the exact combined effect.

399 Id. at 953, 1046 (“Rather than apply the shares based on the regulatory class distinction [taken from the EIA’s NEMS model], the CAFE model applies the shares to body-style. This is done to account for the large-scale shift in recent years to crossover utility vehicles that have model variants in both the passenger car and light truck regulatory fleets.”).
Table 2. Aggregated New Vehicle CPM Coefficient Values\textsuperscript{400} from Scrappage Model

(adapted from Tables 8-20 and 8-21 of the PRIA\textsuperscript{401})

<table>
<thead>
<tr>
<th>Sensitivity Case</th>
<th>Cars</th>
<th>Vans/SUVs</th>
<th>Pickups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>-0.02087</td>
<td>0.137725</td>
<td>-0.00994</td>
</tr>
<tr>
<td>Scrappage Price Disabled</td>
<td>-0.02087</td>
<td>0.137725</td>
<td>-0.00994</td>
</tr>
</tbody>
</table>

There is no possible reason for CPM to have an impact on Vans/SUVs that is up to 14 times larger than for new cars and trucks. Despite the importance of the issue, the agencies try to explain away the inconsistency in one short sentence in the PRIA: “It may be either that cost per mile is negatively correlated with van/SUV attributes consumers value more than fuel economy and/or that increases in the cost of travel result in a shift away from pickups and towards vans/SUVs which may be slightly more fuel efficient.”\textsuperscript{402}

But that explanation is insufficient. The agencies provide no specific support for the idea that consumers would value other attributes over fuel efficiency so much more than for new pickups. And if consumers are shifting “from pickups and towards vans/SUVs which may be slightly more fuel efficient,” that should have the opposite effect because it would show higher valuation of fuel efficiency.\textsuperscript{403} Moreover, the agencies do not explain why this effect would be so much more significant for SUVs than for cars or pickups. If the agencies’ theory was true, then the CPM coefficients would have opposite and offsetting effects between Vans/SUVs and pickups. Yet the SUV coefficients are substantially larger than those for pickups.

The sheer magnitude of interrelated econometric errors in the scrappage model (as explained throughout these comments) makes it difficult to pinpoint the specific problem that led to results such as a CPM variable for Vans/SUVs that is the wrong sign and of such high a magnitude that it overpowers the results of other variables, but it is possible that econometric errors led to this problem.

New vehicle CPM is endogenous with many other variables. Scrappage, new vehicle sales, and fuel efficiency are all determined simultaneously and the agencies’ did not take this into account.\textsuperscript{404} In addition, the agencies have explicitly excluded several theoretically important

\textsuperscript{400} Aggregated CPM is the sum of New CPM and Lag New CPM, as described by the agency. Id. at 1027.

\textsuperscript{401} Id. at 1044, 1051

\textsuperscript{402} Id. at 1027.

\textsuperscript{403} Id.

\textsuperscript{404} Small and Van Dender (2007), at 31 (explaining the potential endogeneity of the fuel cost per mile); Li et al. (2009), at 125 (explaining that due to the aggregate nature of the data many other variables may suffer from
explanatory variables (e.g., the cost of maintenance and repair), which are potentially correlated with fuel efficiency.\footnote{Id. at 1000 (indirectly making this point with respect to fuel efficiency and maintenance and repair costs when emphasizing that “Greenspan & Cohen also note that engineering scrappage seems to increase where EPA emission standards also increase; as more costs goes towards compliance technologies, it becomes more expensive to maintain and repair more complicated parts, and scrappage increases”). In other words, maintenance and repair costs are correlated with respect to fuel efficiency and scrappage rates.}

Notably, the agencies’ methodology is inconsistent with almost all of the scrappage studies that the agencies cite as support for their approach.\footnote{Walker (1968); Parks (1977); Gruenspecht (1982a); Greenspan and Cohen (1999); Bento et al. (2018). Note that Jacobsen & van Benthem (2015) include a variable related to \textit{used} vehicle fuel efficiency for the same reason the agencies include \textit{used} vehicle CPM. Jacobson and van Betham (2015), at 1318. However this is different than the inclusion of new vehicle CPM at issue here.} A paper by Shanjun Li et al., provides a useful example of how the agencies could include fuel efficiency in their regression without raising the econometric concerns that may be leading to their nonsensical results. Li et al. include fuel price and vehicle fuel efficiency (gallons per mile) of used vehicles as well as a variable that captures the interaction of fuel efficiency of used vehicles and fuel price in their regression as explanatory variables.\footnote{Li et al. (2009), at 127.} Unlike the agencies’ model, the regression analysis used in the Li et al. paper found results that are consistent with economic theory: a decrease in overall demand for vehicles and an increase in demand for more fuel-efficient cars.\footnote{Gruenspecht (1982a), at 81.}

Another possible error is that the agencies’ scrappage regression is overfit. For example, the agencies’ regression for Vans/SUVs is different than the regression for cars and trucks. For Vans/SUVs, the agencies include age and age squared, whereas for cars they also included age cubed.\footnote{PRIA at 1025.} The agencies are overfitting their model to predict past behavior by including variables that have no clear relationship with scrappage rates or new car price (such as age cubed), rather than taking the more economically appropriate process of theorizing a model and the variables that should be included in it. Out-of-sample testing would help NHTSA highlight this potential overfit problem. If the agencies cannot address this error, they have two options. They can select an atomistic dataset that has sufficient detail to capture the key features of the scrappage market. Alternatively, they can choose to zero out the incorrect coefficient. As the model currently stands, this incorrect sign leads to fundamentally flawed results.

Moreover, the CPM results in the scrappage model are inconsistent with the agencies’ sale model. In the sales module, the agencies have chosen to ignore consumer demand for fuel
economy and significantly boosted the price impact of the baseline standards as a result. But in the scrappage model, the agencies have incongruously allowed consumer valuation of fuel economy to drive a significant portion of the estimated fatalities. This inconsistency is arbitrary and capricious.

2. The agencies’ assumption that VMT will go up is flawed

Even if the agencies are correct that the total fleet size would go up with an increase in prices (and they are not), the agencies’ conclusion that the increase in the total fleet size would automatically lead to an increase in total VMT is illogical.

The agencies’ analysis shows an overall increase of over 2 trillion additional vehicle miles traveled attributable to the baseline standards through 2050. This increase comes from two sources: (1) the rebound effect and (2) an increase in fleet size due to non-replacement scrappage combined with an assumption that each vehicle of the same age and body type drives a fixed average number of miles per year. We address the first effect, rebound, in Section VI. The second effect is the result of a critical error.

Specifically, because the agencies assume that each additional car is driven a number of miles equivalent to the average VMT rate of a car of its age without adjusting per-vehicle VMT based on fleet size increases, the total VMT predicted by the model becomes inflated. And because the agencies’ estimates of fatalities attributable to the baseline standards are primarily a function of fleet VMT, the inflated VMT results in substantially inflated fatality estimates and quantified economic costs.

The agencies provide no theoretical explanation for the increase beyond conclusory claims that “if more used vehicles are supplied, there likely is some small resulting increase in VMT” and a “small increase in VMT is consistent with a larger fleet size.” But in fact, economic theory, the academic literature, and the agencies prior analyses all show that an increase in the price of new vehicles would not lead to an increase in overall VMT. Instead, aggregate VMT, like vehicle stock, would remain constant or decline. The fact that changes in VMT go in the opposite direction (positive rather than negative) from what theory and the literature would support demonstrates that the agencies’ modeling approach is critically flawed.

---

410 See III.
411 PRIA at 1412.
412 Id. at 1412.
413 83 Fed. Reg. at 43,099; see also id. at 43,098 (“The overall size of the on-road fleet determines the total amount of VMT.”); PRIA at 1055, 1058 (“[I]t is reasonable to assume that changing the distribution of vehicle age and the fleet size across regulatory alternatives will result in non-constant VMT across those alternatives.”).
414 77 Fed. Reg. at 62,716 (explaining the agencies’ prior approach, which uses static vehicle turnover model and non-rebound VMT schedules that do not vary based on the stringency of the standards); see also Draft TAR at 10-6.
a.) *The increase in VMT that the scrappage model produces is inconsistent with economic theory and the academic literature*

Economic theory does not support the agencies’ conclusion that an increase in new vehicle price would lead to an increase in aggregate VMT. Vehicles are durable goods that are purchased not for immediate consumption, but for the consumption of a stream of services over time (in this case VMT). Economic theory makes clear that households select their vehicle and VMT to maximize utility subject to their budget constraints.\(^{415}\) The number of miles a consumer decides to drive is determined by the relative cost of driving (i.e., its price), subject to a budget constraint.\(^{416}\) For example, because a consumer’s budget constraint is affected by the fixed cost of the vehicle, a policy that increases the price of used vehicles reduces the amount consumers choose to use their vehicle.

In other words, vehicle ownership decisions are influenced by the relationship between fixed costs of owning a vehicle and the value (consumer surplus) that consumers derive from that vehicle ownership.\(^{417}\) In sum, VMT is influenced by vehicle choice and vehicle choice is influenced by VMT.\(^{418}\) And a “unified model of vehicle choice and usage” is necessary.\(^{419}\) In a paper on the distributional effects of fuel efficiency standards, Sarah West summarizes this point:

> The joint nature of the demand for vehicles and miles complicates estimation of these demands. The choice of vehicle and VMT are related because characteristics that influence a household to purchase a certain vehicle may also influence that household’s choice of miles . . . . Since the demand for VMT depends on the price per mile, and thus fuel efficiency, the household’s choice of vehicle affects their demand for miles, and vice versa. To reliability estimate the demand for miles, one must construct a model of the joint choice of vehicles and miles.\(^{420}\)

The papers that have analyzed the impact of price changes on VMT in this way have found that increased price decreases total VMT, rather than increases VMT as the agencies found. For example, a 2008 paper by Lucas Davis used household (i.e., microeconomic) data to show that demand for durable goods (such as vehicles) is a function of the marginal cost of using the good


\(^{416}\) West (2004), at 739-740; Davis (2008), at 532-33.

\(^{417}\) Gruenspecht (1982a), at 120.

\(^{418}\) Goldberg (1998), at 4-5, 8; West (2004), at 737; Davis (2008), at 532-33.

\(^{419}\) Goldberg (1998), at 4-5.

\(^{420}\) West (2004), at 737.
and of net income (conditional on household characteristics).\textsuperscript{421} Davis’ results are consistent with a reduction in VMT as new vehicle price increases. The marginal cost of driving component that determines VMT is not a function of purchase price, but is instead a function of the price of driving and the opportunity cost of driving (i.e., the value of time spent driving as measured by wages) (conditional on the good’s characteristics). However, the net income component that determines VMT is a function of the good’s price. Because an increase in prices reduces relative income, it would also reduce VMT.\textsuperscript{422}

Small and van Dander also estimated rebound using a methodology that relies on macroeconomic data. Their analyses also showed that VMT goes down when new vehicle price goes up.\textsuperscript{423}

Thus, even if, as the agencies hypothesize, some households end up purchasing multiple used vehicles (or retaining a used vehicle and purchasing an additional used vehicle) to achieve the same level of transportation services as they would have had with a new vehicle,\textsuperscript{424} there is no reason to think that they will end up consuming substantially more transportation services (through additional VMT).\textsuperscript{425}

To be sure, changes in new and used vehicle prices could have some effect on VMT. Households that were planning to purchase a vehicle without the standards will face one of three choices if standards increase the price of new and used vehicles:

\begin{itemize}
  \item For consumers that purchase older vehicles, they may choose to drive fewer miles per year than they would have without the standards for reasons beyond effects on the direct cost-per-mile of driving (which should be captured in estimates of rebound). Older vehicles may be less enjoyable to drive than newer vehicles and older vehicles may be less reliable, leading consumers to forgo some trips that they would have taken with a newer vehicle.\textsuperscript{426}
  \item For those households that choose to spend more money on a vehicle when vehicle prices rise, remaining household income will decline and so consumption of other goods (including driving) may decline.
\end{itemize}

\textsuperscript{421} David (2008), at 533.

\textsuperscript{422} See also West (2004), at 737; Goldberg (1998), at 4-5. To the extent that any shift to used cars increases any consumer’s income, that effect would be small because the shift is not big, as explained above.

\textsuperscript{423} Small and Van Dender (2007), at 38-39.

\textsuperscript{424} PRIA at 1058 (“used vehicles only have a portion of their original life left, so that it will take more than one used vehicle to replace the full lifetime of a new vehicle, at least in the long-run”).

\textsuperscript{425} Fleet size increases could have some small increase in VMT because vehicles that are more available will be driven more.

\textsuperscript{426} 83 Fed. Reg. at 43,104 (discussing the findings of West et al. (2015), who found that “[b]ecause these replacements offered lower-quality transportation service, their buyers did not drive them more than the vehicles they replaced”).
As discussed above, some households may choose to forgo purchasing a vehicle at all, which could lead the overall fleet size to decrease. These households would obtain transportation services through alternative means (public transportation, bicycle, ride sharing). This would cause an overall, though likely small, decrease in fleet VMT.

Because of these possibilities, to the extent the standards cause a shift from new vehicles to used vehicles, and towards older rather than newer used vehicles, the amount of total driving done by used vehicles, and in particular older used vehicles, relative to new vehicles, may increase. But without significant changes to the demand for VMT, any non-rebound related increases will be a transfer of VMT from new vehicles (that are not sold) to newer used vehicles. None of the scenarios described suggest that economic theory would expect an increase in aggregate VMT.

Gruenspecht recognized the theory behind this principle in his 1982 dissertation and acknowledged that total VMT should not change as a result of the shift from new cars to used cars. As a result, when running the EPA Mobile Source Emissions Model to assess the impact of fuel efficiency regulations on pollution reduction, he imposed an equality constraint on total U.S. VMT. In explaining his decision to control against a decrease he explained:

“If the relationship between annual per vehicle VMT and vehicle age is held constant despite the shift in the composition of the vehicle stock, aggregate VMT would decrease due to the greater use of low annual VMT (i.e., older) vehicles when standards applied to new cars are made more efficient. To offset this effect, which would be unlikely to accompany real world shifts in composition, annual per VMT is adjusted upwards proportionately by an amount sufficient to restore the baseline level of aggregate VMT.”

Gruenspecht’s underlying theoretical insight that VMT should not change demonstrates that the agencies’ approach is incorrect.

In comments to NHTSA prior to the publication of the Proposed Rule, EPA also took the position that economic theory provides no support for the agencies’ conclusion that increases in fuel efficiency and greenhouse-gas emission standards will result in an increase in aggregate VMT, other than through the rebound effect. EPA staff highlighted for NHTSA that with or without the standards, demand for VMT is unchanged, other than through potential changes in the marginal cost of driving, which should already be addressed by the rebound effect. EPA

---

427 The dissertation is dated 1982. The agencies mistakenly cite it as his 1981 dissertation.
428 Gruenspecht (1982a), at 126.
429 Id.
430 EPA Further Review of CAFE Model & Inputs, June 18, 2018 at 5, attached to Email from William Charmley (June 18, 2018) (“A change in the overall fleet size due to the Augural standards might not in and of itself be problematic, as long as the VMT schedules are adjusted to account for overall travel activity that is distributed over
staff correctly explained: “With no rebound, we would not expect to see any change in total VMT, since by definition rebound is measured as the change in VMT for a given change in fuel cost per mile.” NHTSA never provided an adequate explanation for dismissing EPA’s comments and publishing the Proposed Rule.

In sum, the agencies’ decision to employ a methodological approach that results in a significant increase in VMT, even though such an increase is inconsistent with economic theory, the academic literature, and agency staff analysis, is arbitrary and capricious. The agencies’ reliance on the fatalities and costs that arise from the increase in VMT to justify the rollback is also arbitrary and capricious.

**b.) Any VMT changes caused by the baseline standards should already be captured by the rebound estimates**

Moreover, to the extent that VMT changes at all when price or fuel efficiency changes, that VMT change should already be accounted for in the agencies’ rebound estimates. (We separately critique the agencies’ rebound estimates in Section IV.)

As we explained above, VMT does not go up with changes in scrappage. But VMT can go up with rebound. As explained more at length in Section IV, rebound is comprised of three separate effects. Two of those effects cause increased driving because of consumers’ increased income: (1) a reduction in the relative cost of driving compared to other forms of transportation—the “substitution effect;” (2) an increase in consumers’ overall income (since they have to spend less on gasoline) that results in consuming more of many things (including driving)—the “income effect.” The third effect depresses driving: (3) a reduction in consumers overall income (since consumers have to spend more for a more expensive but fuel efficient car) that results in consuming less of many things (including driving)—“the capital cost income effect.”

Several of the rebound papers that the agencies assess in their rebound estimate calculate the rebound effect of increased fuel efficiency by looking both at the effect that fuel efficiency has on lowering the cost of driving, as well as on total driving and fleet size (partially through changes in vehicle prices). For example, Small and van Dender (2007) define the rebound effect as

$$\epsilon_{M,PM} + \epsilon_{M,V}\epsilon_{V,PM} \over 1 - \epsilon_{M,V}\epsilon_{V,M}$$

where $\epsilon_{M,PM}$ is the elasticity of VMT to the fuel cost per mile, $\epsilon_{M,V}$ is the elasticity of VMT to fleet size, $\epsilon_{V,PM}$ is the elasticity of fleet size to the fuel cost per mile, and $\epsilon_{V,M}$ is the elasticity of fleet size to VMT. In this way, these papers effectively already...

---

431 Id. at 9.

432 Scimek (1996), at 84; Small and Van Dender (2007), at 31; Barla et al. (2009), at 389-391; Hymel et al. (2010), at 1223-1224; Hymel and Small (2015), at 31.
account for any possible fleet size changes. These papers demonstrate that, to the extent fleet size is changing at all, that change is best captured through the rebound effect, and not through the scrappage estimates in the Proposed Rule.

c.) Vehicles scrapped under the proposed policy and not the baseline policy are marginal by definition, and the average VMT does not apply

Even if the agencies are correct about the impact of non-replacement scrappage (and they are not, as discussed above), the agencies’ use of average VMT schedules in the calculations also led to a significant inflation in the agencies’ estimates of aggregate VMT increases. Some of the most critical variables for analyzing VMT schedules are: fleet size and composition, accident and repair rates of vehicles of a particular age and class (i.e., controls for quality), vehicle brand (i.e., a control for durability), number of households owning vehicles, and average number of vehicles per household. In the VMT calculations, the agencies applied VMT schedules that were calculated using the number of miles traveled by the average vehicle for a given age and style (car, SUV, pickup truck, van, medium-duty pickup/van) to vehicles that would have been scrapped if not for the baseline standards.

But the agencies ignored confounding variables that could make those vehicles only “marginal” vehicles, with characteristics that would have made them candidates for earlier scrappage relative to the average vehicles of that particular body style and vintage without the baseline standards. These characteristics might include more wear and tear (i.e., higher odometer readings and more accidents) and lower durability (i.e., of a brand with higher scrappage rates). Conditional on age, vehicles with higher odometer readings are both more likely to be scrapped and more likely to be driven fewer miles annually. There is reason to believe that these marginal vehicles are also driven less than average vehicles of the same style and vintage. Data from Sweden indicate that some portion of scrapped vehicles are not driven prior to scrappage even though they are registered and could be driven. As such, it is inappropriate to assume that the vehicles that would be scrapped under the Proposed Rule but would not have been scrapped

---

433 See also Joshua Linn, Resources for the Future, Missing Fuel Cost Savings: Some Clues Emerge (Oct. 9, 2018), http://www.rff.org/blog/2018/missing-fuel-cost-savings-some-clues-emerge (analyzing the agencies’ VMT conclusions with respect to both scrappage and rebound and concluding that they are double counted).

434 83 Fed. Reg. at 43,090 (“the CAFE model tabulates ‘mileage accumulation’ schedules, which relate average annual miles driven to vehicle age, based on vehicles’ body style”).

435 The current VMT schedules indicate that households drive vehicles less as the vehicles depreciate. While the agencies’ VMT schedules vary VMT by vehicle age, odometer readings are a better indicator of depreciation than age. Busse, et al. (2013), at 233; Salee, et al. (2016), at 63-65. Because “conditional on age, vehicles with higher odometer readings have less remaining life,” and have lower economic value (higher depreciation). Salle et al. (2016), at 66 (Figure 1); see also Jacobsen & van Benthem (2015), at 1330. At the same time, high mileage vehicles are likely driven less because less reliable vehicles (i.e., vehicles that are more likely to break down) impose a higher marginal costs of driving.

436 Feeney and Cardebring (1988), at 455.
under the baseline standards would be driven the same as an average vehicle of their age and style.

Given the divergent characteristics of the non-scrapped vehicles and average vehicles, it is also likely that buyers of these almost scrapped vehicles are different than the vehicle owner of the average vehicle of that particular age and style. For example, the drivers may be younger, have lower incomes, live in places where driving every day is not necessary, etc. The owners of marginal vehicles likely make different driving decisions than would the average owners of the average vehicles of the corresponding age and style. Those owners may drive their vehicles less for any number of reasons.

By assuming all vehicles in the fleet are driven the amount that an average vehicle of that age and style are driven even after a vast increase in the fleet size, the agencies have failed to control for omitted variables and inflated the estimates of aggregate VMT increases.

An additional concern with the aggregate VMT analysis is the datasets the agencies use to construct the VMT schedules. For vehicles older than fifteen years, that dataset includes data from the 2008 recession. But as the agencies themselves acknowledge, that year is unrepresentative and so should not be used. Given that a significant number of affected vehicles in the model are fifteen years or older, a significant portion of VMT may come from vehicles whose schedules were calculated using this skewed data. This likely has serious consequences for the aggregate VMT estimates.

d.) The agencies’ analysis is inconsistent with their rebound welfare analysis

The agencies’ VMT analysis is also inconsistent with the agencies’ rebound analysis, which finds that all fatalities stemming from those additional vehicle miles are offset by the private welfare benefits of increased driving. It is arbitrary and capricious to include these offsetting benefits for rebound but ignore them for scrappage. Specifically, according to the agencies, drivers would gain expected utility from driving that must exceed their private cost from increased fatality risk (i.e., in this case from having a vehicle in the baseline policy that they do not have under the preferred policy). If an owner does not want to drive his or her used car more (i.e., does not want to take the relative risk to enjoy driving a used car more), that owner can sell the used car to someone else who would want to drive it (otherwise, it would be scrapped). In that case, the marginal private benefits of driving are equal to the marginal costs of driving. Therefore, the private benefit of driving must be greater than the private fatality cost, since we know that the private costs of driving include more than just fatality risk (i.e., time and gas

437 PRIA at 973.
439 Id. at 43,105 (showing that the costs of rebound are offset by the welfare benefits).
prices). Given that the agencies have included this welfare benefit in the rebound analysis, they should include it in the scrappage context.

3. Path forward

a.) The agencies must conduct more study and have their models peer reviewed

As explained above, the agencies’ brand new scrappage model goes against basic economic theory. In light of this, as well as the model’s novel application, the agencies must have the model peer-reviewed. The agencies should also conduct more inter-model comparisons. As discussed earlier, Bento et al. (2018) estimated that scrappage elasticity is -0.4 and Jacobsen and van Benthem (2015) estimated that it is -0.7. The agencies’ results are not consistent with these elasticity estimates. The agencies must provide an explanation for the divergence.

Out-of-sample testing is also necessary for the agencies’ scrappage and sales models—as is true of any model. The nonsense results found by NHTSA indicate that NHTSA’s scrappage model performs poorly out-of-sample. The need for these kinds of checks is also consistent with the agencies’ past consideration of the challenges of modeling scrappage. In its 2016 Proposed Determination, EPA rejected the use of a scrappage model based on the fact that the analysis requires additional scrutiny. Specifically, EPA called for out-of-sample testing and inter-model comparison. Such analyses would be consistent with similar out-of-sample analyses conducted in the scrappage literature. The agencies have not identified anything in the literature or their approach that explains the change in EPA’s conclusion on this point now.

---

440 PRIA at 1049 (“In summary, this analysis includes the effect of differentiated fuel economy regulations that only affect new and not used vehicles—and to our knowledge is the first dynamic vehicle scrappage model implemented in a larger framework.”).

441 See 77 Fed. Reg. 62,624 (summarizing the many studies that supported the Clean Car Standards and describing the peer-review that the agencies used to analyze that information).

442 Jacobsen & van Benthem (2015), at 1333 (Table 6); see also Walker (1968), at 505; Gruenspecht (1982b), at 330; Bento et al. (2018), at 159. Though less relevant due to age, older papers estimate that the elasticity of scrappage with respect to new vehicle price is between -0.7 to -1.0. Walker (1968), at 505; Gruenspecht (1982b), at 330.

443 Jacobsen & van Benthem Docket Letter. Their concern is unsurprising, as the agencies likely overfitted the data as the agencies selected models to maximize their explanation of in sample variation; this is true even as the agencies apply Bayesian Information Criterion (BIC) and Akaike Information Criterion (AIC) in addition to root mean squared error (RMSE). See PRIA at 1015.


445 Id.

b.) In order to study the impact of new vehicle sales on scrappage and VMT, the agencies should link new vehicle sales and changes in used vehicle retention

A fundamental flaw of the agencies’ analysis is that the agencies have developed separate and unconnected models to estimate the size and composition of the fleet, and the number of miles traveled by various vehicles within that fleet. Consumer decisions regarding when to buy or not buy a new vehicle; decisions about buying, holding, selling, or scrapping a used vehicle; and decisions about how many miles to drive each vehicle that is owned; are all related to each other. The agencies’ failure to connect these models is a large part of what is leading to unjustified results. The agencies should abandon their clearly incorrect approach and retain the approach the agencies have used for past fuel efficiency and GHG emission standards.

However, if the agencies insist on evaluating the dynamic changes in fleet composition that would be caused by the baseline standards, they must modify their approach in order to take into account these interconnections. There are a number of options for doing this, including:

- Developing an interconnected vehicle choice model;
- Using more sophisticated econometric techniques to connect the existing separate models;
- Controlling for all omitted variables;
- Applying fleet size and VMT constraints on the existing scrappage model while correcting for some of the econometric errors in the agencies’ current approach.

In any of these cases, the agencies should control for omitted variables and abide by the fundamental principles that we have laid out in these comments.

i.) Retaining the peer-reviewed approach from the Clean Car Standards

Without a robust methodology to account for the interconnections between the different fleet composition models, the only economically valid path forward would be to adopt the approach that the agencies used in their regulation promulgating the Clean Car Standards: assume a

---

447 If it is not possible to control for the omitted variables, the agencies should consider included fixed effects for the following variables: brand fixed effects, vehicle type (segment or class) fixed effects; time scale fixed effects; geographic fixed effects; age and model year fixed effects, including dummies for the interactions between them. See Li et al. (2009) (dummies can control for omitted vehicle attributes and explaining that geographic fixed effects can capture unobserved demographics and other unobserved geographic variables that affect vehicle demand); Hamilton and Macauley, (1999), at 254; Li et al., (2009); PRIA, 948, 1012 (finding strong evidence of time trend in their new vehicles sales analysis and noting that scrap metal quantity decreases over time indicating the potential need for time-period fixed effect); Parks (1977), at 1104, at 1110; Gruenspecht, (1982a), at 97; Hamilton and Macauley, (1999); Jacobsen and Benthem (2015), at 1321. The agencies currently use polynomial variables for age and model year, however fixed effects are flexible and commonly applied in the literature. To “avoid imposing restrictions on the pattern of scrapping responses to new car price development across age groups,” Gruenspecht (1982a) at 115) interacts new vehicle price with age dummies. Given the high statistical significance of these parameters, the agencies should consider this alternative instead of time trends.
constant, not dynamic, fleet. Use of the new scrappage model in its current form without fleet size constraints is not a valid option.

In order to address any effects caused by the aging of the vehicle fleet, the agencies could develop a simpler logistic scrappage model like those that solely capture the effect of vehicle age on scrappage, but those would not generally show an increase in overall VMT or fleet size.

ii.) Vehicle choice model

An approach that models consumer decisionmaking using a vehicle choice model could, in theory, be a coherent and integrated approach to estimating the effect of the baseline standards on fleet composition. This is the approach taken by Jacobsen and van Benthem in a paper that the agencies repeatedly cite. However, before making this change, the agencies would have to address the significant shortcomings of vehicle choice models that they identify in the Proposed Rule and ensure that those problems are addressed.

iii.) Simultaneous equations

The agencies could investigate the use of simultaneous equations to estimate new vehicle sales, scrappage, and vehicle-miles traveled simultaneously. Specifying structural models of the various components, rather than the reduced form, disconnected models, used in the Proposed Rule would aid in both ensuring consistency with the literature, as well as in identifying sources of endogeneity and candidate instrumental variables. The agencies could build on the estimation strategies begun in Small and Van Dender (2007). However, the agencies would need to separate total fleet size into new and used components.

---

448 77 Fed. Reg. at 62,716 (explaining the agencies’ prior approach, which uses static vehicle turnover model and non-rebound VMT schedules that do not vary based on the stringency of the standards); see also Draft TAR at 10-6.

449 Bento et al. (2018), at 178.


451 Jacobson and van Benthem (2015), at 1328-1329 (the authors refer to their model as a simulation model that captures leakage from scrappage and vehicle choice); Proposed Determination at A-43 (“We note that it relies on an estimated model of consumer vehicle choices that, as with most other models, has not been tested for out-of-sample validity or comparability with other models.”).

452 83 Fed. Reg. at 43,076-43,078. EPA has previously argued that vehicle choice models are insufficient for policy making. Proposed Determination at A-44, A-47, A-48. EPA concluded that vehicle choice models are poor predictors of future shares, id. at A-45, often are out-performed by constant share models and have not been tested for their forecast ability. Id. at A-44).

453 See generally Small and Van Dender (2007), at 30-33 (discussing methods).

454 Id.
In addition, in order to properly control for variables at the vehicle and household level, the agencies should estimate VMT schedules of marginally scrapped vehicles.

**iv.) Fleetsize and VMT constraints**

If the agency does not adopt one of the above approaches, the only economically valid approach would be to apply “constraints” on aggregate fleet size and VMT in the VOLPE simulation so that aggregate fleet size and VMT does not change across the proposed and baseline rules. This approach would not be a panacea and would not address all of the flaws outlined above. But it would at least constrain the errors driving the increases in fleet size and VMT.

In interagency comments to NHTSA, EPA staff proposed a similar solution. EPA recommended that the agencies impose constraints on fleet size and VMT so that the agencies can isolate the Gruenspecht effect (or shift to used vehicles).\(^{455}\) The methodology proposed by EPA staff would also allow fleet size to grow over time (in line with historical observation) and to just capture the scrappage factor: the aging of the fleet.\(^{456}\)

In response to EPA’s suggestions, NHTSA asserted that it could not use the adjustment factors proposed by EPA because they would be internally inconsistent.\(^{457}\) But the agencies’ scrappage results are inconsistent with basic economic logic and the academic literature and that is why these constraints are necessary. In fact, Gruenspecht himself recognized the need to impose fleet size and VMT constraints after modeling the connections between new car market, the used car market, and households’ VMT decisions (as acknowledged by the agencies).\(^{458}\) Gruenspecht explained that the disadvantage of the reduced form model he used (i.e., where scrappage is modeled as a function of new vehicle price and not the theoretically correct used vehicle price) is
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458 Gruenspecht (1982a), at 120, 126; Gruenspecht (1982b), at 329.
that it may produce inaccurate results and that constraints were thus necessary. Specifically, he states:

The primary argument in favor of the structural approach is based on the observation that new car markets are cleared primarily through quantity variation, while used car markets are cleared mostly through price adjustments. Therefore, used car prices and new car prices need not move in tandem. According to the framework developed in Section 4 and 5, there is no direct link between rational scrapping decisions and new car prices. Therefore a direct regression of scrapping rates on new car prices may fail to yield coefficients that approximate those obtained by solving a structural scrapping model that explicitly models the link between new car prices and used car prices.

In other words, there is no direct link between new vehicle prices and used car scrappage. Instead, any link between scrapping decisions and new car prices is only indirect through the price of used cars. Because of this indirect connection, it is possible that a model will produce strange and theoretically inconsistent results without constraints, as the agencies’ model indeed produced in the Proposed Rule.

An additional argument that NHTSA cited is that fleet size and VMT constraints may reverse the aging trend of the fleet observed over the last few decades. But as the methodology could allow average historical fleet size growth as a modeling input, this concern is invalid. In fact, EPA provided an alternative approach to NHSTA during the period before the agencies published the Proposed Rule and modified the code to allow “the user to select a fleet growth rate.” The agencies provide no evidence that the problem could not be overcome in that way now.

Even if fleet size and VMT constraints are imposed on the model, other changes are still necessary to ensure that the agencies’ approach will yield valid results. In particular, the agencies will need to carefully consider the connections between the simultaneously determined variables among the various disparate new vehicle sales, scrappage, and VMT models. In doing so, the agencies should carefully consider how the variables are connected based on theory. For
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459 Gruenspecht (1982a), at 93.
460 Gruenspecht (1982a), at 93.
example, Gruenspecht (1981): included the scrappage rate, new vehicle price, and new vehicle sales in his regression for used vehicle price;\textsuperscript{463} in his structural scrappage regression, Gruenspecht (1982) included new vehicle sales;\textsuperscript{464} in his corresponding reduced form regression, Gruenspecht (1982) included vehicle miles traveled per capita in order to address overall demand for driving, in addition to the vehicle stock in the previous period.\textsuperscript{465} Gruenspecht (1982) also demonstrated that the quantity of new vehicle demand is a function of vehicle miles traveled per capita and vehicle stock in the previous period, in addition to new vehicle price.\textsuperscript{466} The agencies should include the variables that Gruenspecht and others have traditionally included in their scrappage analysis, including price of vehicles indexed by maintenance and repair costs, the price of scrap metal, and interest rates.\textsuperscript{467}

One shortcoming of this methodology is that it cannot capture the possibility of fleet size and VMT declining as new and used vehicle prices increase. Specifically, holding VMT and fleet size constant ignores the possibility that people will switch from used vehicles to shared forms of transit (e.g., mass transportation, existing household vehicles) as these prices increase. These features could cause a decline in fleet size and VMT should the new vehicle price change be large and should be assessed.\textsuperscript{468} The agencies should model that as well

**B. Safety consequences of changes in fleet composition**

Even if the agencies are right that higher new vehicle prices will lead to an increase in the fleet size and total VMT (and they are not), their safety estimates are inflated.

1. **Demand for vehicle safety should lower the impact of scrappage estimates**

To make their fleet composition calculations, the agencies calculated the change in “distribution of both ages and model years present in the on-road fleet.”\textsuperscript{469} Then the agencies combined that information with data showing the fatality rates of vehicles by model year.\textsuperscript{470}

But in calculating the impact that the price increases have on fatalities through slower turnover, the agencies have failed to consider the impact that a consumer preference for safety would have

\textsuperscript{463} Gruenspecht (1982a), at 81, 99-101.
\textsuperscript{464} Id. at 106-107.
\textsuperscript{465} Id. at 86, 109-113.
\textsuperscript{466} Id. at 87.
\textsuperscript{467} Id. at 70. Gruenspecht (1982a), at 103, 109-113, 117 (including interest rates).
\textsuperscript{468} Jacobsen & van Benthem Docket Letter at 2. (referring to a switch from the baseline policy to the Proposed Rule and stating that the extent to which the fleet will decrease “depends on the magnitude of the price changes and the aggregate elasticity to the outside good”).
\textsuperscript{469} 83 Fed. Reg. at 43,135.
\textsuperscript{470} Id. at 43,135-37.
on that slower turnover. For some time, the literature has demonstrated that consumers prefer safer vehicles. Since the 1980s, a top vehicle safety rating for a particular vehicle model has significantly increased demand for that vehicle model. The agencies themselves acknowledge that safety is a vehicle attribute that consumers value. Given this preference, consumers may continue to choose relatively safer new and used cars and manufacturers may continue to supply relatively safer vehicles, and so the impact that any decreased turnover would have on safety would be muted.

It would be unreasonable for the agencies to ignore the fact that safety affects consumer decisionmaking. Academic economists have developed tools that can facilitate analysis of these types of interconnected relationships. For example, fuel efficiency programs may lead to more congestion through rebound, but the additional congestion itself deters travel and depresses the impact of the additional congestion. For that reason, Hymel et al. used simultaneous equations that capture the inter-connected relationship between fuel efficiency and congestion to estimate the impact of fuel-efficiency programs on congestion. Likewise, Small and Van Dender recognized the endogenous characteristic of fuel efficiency: fuel efficiency causes more driving and more driving causes a demand for fuel efficiency to increase. Because of this interaction, Small and Van Dender calculated the impact of fuel efficiency programs on VMT through simultaneous equations. As these papers show, all the vehicle aspects (VMT, fuel efficiency, vehicle age) are interrelated and ignoring the feedback effects (those interconnectedness), as the agencies are currently doing, produces flawed or even meaningless results. The agencies should estimate the simultaneous interaction between fuel-efficiency standards and safety. Without fixing these flaws, the agencies’ results are arbitrary and capricious.

2. The failure to control for confounding factors has led to inflated estimates

The agencies also fail to control for confounding factors. There are three major causes of crashes: “the driver, the vehicle, and the environment in which crashes occur.” Within these categories, many different features besides design can lead to changes in the real-world
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471 See PRIA at 952-953 (listing the inputs in the sales model, which does not include any variable or proxy variable for vehicle safety).

472 McCarthy (1990), at 534-41 (explaining that studies in the 1980s showed that vehicle safety was one of the most important attributes for consumers); see also Kaul et al. (2010) (describing US consumer preferences for safety features).

473 PRIA at 933 (“this analysis recognizes that manufacturers’ changes in the fuel economy and emissions levels of new vehicles in response to raising or lowering federal standards may also entail changes in other attributes that . . . potential buyers also value . . . include[ing] . . . occupant safety”).


475 Small & Van Dender (2007), at 30-31; see also Hymel & Small (2015), at 95 (using simultaneous equations to calculate impact of fuel efficiency on VMT).

performance of the on-road vehicle fleet. For example, improved safety laws and programs (including speed limits and licensing laws), urbanization (i.e., congestion), driver behavior like seat belt use, improved road design, improved traffic law enforcement, less alcohol-impaired driving, economic downturns, and improvements in ambulance response times can all lead to fewer fatalities.477

As such, these factors are typically studied in the literature through the age of the vehicle (as a proxy for driver), the model year (to account for vehicle design), and the calendar year (to account for environmental factors).478

In the Proposed Rule, the agencies attempt to quantify the influence of vehicle age and vintage (i.e., model year) on fatalities by analyzing aggregate fatality data from years 1996 to 2015.479 Specifically, the agencies look at “real world performance in the on-road vehicle fleet.”480 The agencies explain that they used age as a proxy variable for driver behavior481 and vehicle model year as a proxy for safety technology trends. The agencies use the results of those quantifications to predict how changes in turnover will affect road fatalities.

But those quantifications are inflated for two reasons.

First, the agencies fail to control for the third factor that is relevant to crashes: environmental changes.482 Specifically, as the driving environment has generally improved over time,483 the coefficients corresponding to model year overestimate improvements in the safety features between the model years. Not controlling for all the non-vehicle variables that increase safety

477 See Famer & Lund (2006), at 339-341; Farmer & Lund (2015), at 685-686 (citing the 2008 recession, improvements in road design, and improved driver behavior as potential factors that improved on-road performance); see also Anderson & Searson (2015) at 202 (explaining that a vehicle’s age and crash risk are likely correlated with the characteristics of the average driver associated with vehicles of a particular age as well as with the distance and type of driving associated with vehicle age and explaining that “[r]isks created by conditions separate from the vehicle (road-safety related changes to infrastructure, speed limits, other legislation, enforcement and behavior)” likely also have an impact on the crash statistics).


479 83 Fed. Reg. at 43,136. Specifically, the agency regresses U.S. fatalities per billion miles on a polynomial of vehicle age (a proxy for driver behavior) and model year fixed effects: $F_{it} = \beta_0 + \sum_{j=1}^{4} B_j \ast Age_{it} + \sum_{i=1976}^{2014} Y_i \ast MY_i + \epsilon_{it}$ where $F_{it}$ are fatalities of model year $i$ in calendar year $t$, $Age_{it}$ is vehicle age of model year $i$ in calendar year $t$, $MY_i$ is model year $i$, and $\epsilon_{it}$ is the error term. In this regression, $Y_i$ are the values of interest (i.e., improvements in safety).

480 83 Fed. Reg. at 43,140.


482 See Id. at 1382; 83 Fed. Reg. at 43,136 (explaining that the model lacked the “internal structure” to account for vehicle speed, seat belt use, drug use, or age of drivers); PRIA at 1392 (stating that “fatality rates associated with different model year vehicles are influenced by the vehicle itself and by driver behavior” ignoring environmental factors altogether).

483 Farmer and Lund, (2015) at 686 (Figure 2).
over time is unacceptable and biases the results towards very high fatalities under baseline standards.

Second, the vehicle age variables are only a rough proxy for driver behavior because they can only capture driver behavior that does not change over time. For example, if the social acceptance of drunk driving decreases and consequently drunk driving decreases, the age variable would not capture that change. As such, the agencies could not adequately control for driver behavior trends. And a decrease in fatalities could look like it was caused by vehicle improvements over time rather than societal changes.

In statistical terms, because of these problems, the safety estimates suffer from omitted variable bias. The agencies recognize the issues with respect to seat belt use trends but ignore (or fail to recognize) the overall extent of this problem in their analysis.484

Omitted variable bias is a serious statistical problem in the vehicle safety context. Omitted variable bias occurs when an omitted variable (e.g., environmental and behavior trends) is correlated with the included regressor (e.g., the age of the vehicle and model year), and when these omitted variables are determinants of the dependent variables (e.g., fatalities).485 Environmental and behavioral trends clearly affect fatalities and are correlated perfectly with age and model year. Since the bias gets worse as the regressors become more correlated (e.g., age of the vehicle and model year) with the omitted variables (e.g., environmental and behavior trends),486 the perfect correlation of the calendar year variable with model year plus age creates a severe bias.

As a result of the omission of these variables in the safety analysis, the agencies do not capture causal relationships between vehicle vintage (i.e., model year) and vehicle age and fatalities, but only correlations, leading to misleading and sometimes even meaningless estimates.

Figure 3 shows that results of the agencies’ age estimates contradict the literature and intuition. That Figure confirms that the agencies’ analysis captures meaningless correlations and not causation. Figure 3 plots the agencies’ estimate of the relationship between car age and fatalities and shows a huge drop in fatalities as vehicles age.487 But as the literature demonstrates, fatalities clearly increase with vehicle age.488 Indeed, NHTSA recognized this in 2013, in a report cited

484 PRIA at 1395-1399.
486 Id. at 190.
487 The estimated relationship is given by polynomial: $28.59 - 3.63x + 0.76x^2 - .04x^3 + 0.0005x^4$. See 83 Fed. Reg. at 43,138.
488 Farmer and Lund (2006), at 339 (Figure 3); Farmer and Lund (2015), at 686 (Figure 1).
and described in the Proposed Rule.\textsuperscript{489} And the agencies also recognized this in the Proposed Rule.\textsuperscript{490}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure3}
\caption{Agencies estimate of relationship between car age (x-axis) and fatalities per billion miles (y-axis)}
\end{figure}

As Figure 3 helps show, estimating correlations instead of causal relationships poses huge problems for the type of predictive analysis that the agencies have set out to do. As economic textbooks have long acknowledged: “Knowing that two factors are correlated provides no predictive power; prediction requires understanding the causal links between the factors.”\textsuperscript{491}

The agencies do not adequately address these biases, despite several strategies that are available in the literature. For example, analyses, including by NHTSA itself, have been able to calculate the impact of vehicle design changes on safety, while controlling for many of the related and confounding behavioral or environmental factors.\textsuperscript{492} In its prior rules, NHTSA itself has controlled for vehicle age, body type, air bag deployment, roadway function class, day/night, occupant age, gender, number of vehicles in crash, restraint use, principal impact point, speeding involved, speed limit, ejection status, rollover, interstate road, occurring at an intersection, motorcycle involved in the crash, roadway departure, number of occupants; even more

\begin{footnotesize}
\begin{enumerate}
\item \textsuperscript{489} 83 Fed. Reg. at 43,135 (describing National Center for Statistics and Analysis, \textit{How Vehicle Age and Model Year Relate to Driver Injury Severity in Fatal Crashes} 6 (Aug. 2013), \url{https://crashstats.nhtsa.dot.gov/Api/Public/ViewPublication/811825}).
\item \textsuperscript{490} Id.
\item \textsuperscript{491} Grueber (2010), at 66.
\item \textsuperscript{492} See Farmer & Lund (2015), at 685-686 (describing studies); Blows et al. (2003), at 354 (controlling for driver demographics (e.g., age, sex, race, education level), behavioral characteristics (e.g., alcohol and marijuana consumption, driving speed, seatbelt usage), and vehicle characteristics (engine size, inspection certificate); Ryb et al. (2013), at 257 (controlling for driver age, sex, weight, seatbelt use); Farmer and Lund (2006), at 339-341.
\end{enumerate}
\end{footnotesize}
behavioral variables are controlled for in the literature. Indeed, in the PRIA, the agencies showed how fatalities by vehicle age are correlated with seat belt usage, alcohol consumption, and speeding. The agencies concluded: “[t]herefore, it is important to control for behavioral aspects associated with vehicle age so only vehicle design differences are reflected in the estimate of safety impacts.” Inexplicably, the agencies then claimed to have addressed this issue by controlling solely for vehicle age. However, given the omission of important confounding factors in the analysis, controlling solely for age is insufficient.

Rather than control for these factors when analyzing the actual safety impact of changes in fleet turnover, the agencies argue that they are unable to include additional control variables because “[v]ehicle interactions are simply not modeled at this level.” But NHTSA has managed to control for these factors before. And as the model’s results are counterintuitive and in conflict with economic research, the agencies should fix the model rather than ignoring the problem. The agencies further argue that they cannot control for these variables, because they cannot project (i.e., forecast) the variables into the future. But as long as the agency controls for the confounding variables, it does not matter how those variables change in the future.

Given the flaws of the current methodology and the importance of the safety findings to the agencies’ ultimate results, the agencies should control for all of the variables that they have controlled for in the past and which are controlled for in the literature. This should also include all relevant variables from the mass-footprint regressions discussed below to avoid double counting the impacts of vehicle mass on fatalities.

Additionally, as the usage of aggregated data does not allow for full identification of the effects, the agencies should disaggregate their data (i.e., use more atomistic or regional data) allowing them to break the strict equality between calendar year, model year, and age of vehicle (discussed above); this would allow the agencies to control more generally for trends in environment and behavioral safety over time. For example, the agencies can create model year
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494 PRIA at 1393-94.
495 Id. at 1394.
496 Id. at 1394-95.
497 Id. at 1381.
499 PRIA at 1381-82.
500 See NHTSA (2013b), at 6
501 Ideally, we would like to control for other safety trends over time independent of vehicle design. Ideally, the agency could instead estimate $F_{it} = \beta_0 + \sum_{j=1}^{4} B_j \cdot Age_{it} + \sum_{l=1976}^{2014} MY_l + \sum_{k=1}^{10} \mu_k \cdot Time_{it} + \alpha X_{it} + \epsilon_{it}$ where $X_{it}$ would control for more detailed behavioral and environmental variables (discussed in the previous suggestion).
groups for which safety features do not change (i.e., between model redesigns) to break the link between calendar year, model year, and vehicle age\textsuperscript{502}; this requires data at the vehicle model and body style level in addition to calendar year and model year.\textsuperscript{503} The agencies should also consider running an age-period-cohort (APC) model as a sensitivity analysis, where model year is the cohort.\textsuperscript{504} The agencies should also conduct a sensitivity analysis that replaces the age variable with a calendar year variable and use that specification if it improves model fit.

The agencies performed some plausibility checks on their results, but they are unconvincing. For example, the agencies compared their results with those of Glassbrenner, one of the authors who has conducted studies on the impact of vehicle design improvements and who has controlled for some of the confounding factors discussed above.\textsuperscript{505} The agencies also compared their results with data from Kahane, who controlled for seatbelt usage.\textsuperscript{506} The agencies claimed that it is “encouraging” that their approach and the Kahane and Glassbrenner approaches showed a “similar directional trend” in their results.\textsuperscript{507} But the fact that the directional trend is similar does not address whether or not the agencies’ approach ignores too many confounding variables to be at all reliable. Indeed, the agencies could be vastly inflating the change in fatalities and the directional trends could still go in the same direction. In fact, the agencies acknowledge that their analysis shows some significant divergence with the data provided by Kahane and attribute this difference to the fact that Kahane directly controls for seatbelt usage whereas their analysis does not.\textsuperscript{508} Comparing the results with the Kahane and Glassbrenner results is thus not sufficient. The agencies should control for the confounding variables themselves, as described here, and provide the estimates to the public for comment. Any other strategy would lead to unreliable and inflated results.

and the polynomial of time (i.e., calendar year or the year that the accident occurred in) would control for more generally for trends in environment and behavioral trends. However, panel data only allows an analyst to control for two of these three variables, as the calendar year equals vehicle age plus model year. Anderson and Searson (2015), at 203. A consequence of this technical problem in safety regressions is that analysts can only control for two out of the three variables using a standard regression analysis, such that the coefficients of the remaining variables (i.e., the age variable and the model year fixed effects) suffer from omitted variable bias. This situation is known as the classical age-period-cohort (APC) problem that arises in human health studies. \textit{Id.}

\textsuperscript{502} Farmer and Lund (2006), at 336.
\textsuperscript{503} \textit{Id.} at 335.
\textsuperscript{504} \textit{See} Anderson & Searson (2015), at 203-205 (discussing age-cohort models).
\textsuperscript{505} PRIA at 1395-1396.
\textsuperscript{506} \textit{Id.} at 1396-1397.
\textsuperscript{507} \textit{Id.}
\textsuperscript{508} PRIA at 1397.
Given the counterintuitive results shown above for vehicle age, the agencies should also expand the set of model fit tests. Specifically, they should compare the model results to Farmer and Lund (2015) and NHTSA (2013); the latter of which is an update of Glassbrenner by NHTSA.

3. The agencies have not provided an adequate explanation for why past safety trends are likely to continue until the mid-2020s

The agencies’ estimates of safety trends lacks an adequate explanation. To evaluate the impact of turnover on safety, it is critical to understand the improvements in safety that would be obtained through more turnover as distinct from those that would be obtained regardless of fleet turnover. Specifically, the agencies must come up with an estimate or prediction about the safety improvements that would be missed with lower turnover. In the Proposed Rule, the agencies analyze the past safety trends and assume that the past trend in safety improvements will continue until the mid-2020s.509

But data on existing and past safety trends reflects improvements that are different in kind from the safety improvements that are expected between now and the mid-2020s, and so data on past trends is not a good basis for concluding that safety will continue to increase along the same trajectory through the mid-2020s.

The safety trend data reflects a number of improvements that were made to vehicles, which generally improve passenger safety if and when there is a crash. For example, the improvements that have been adopted over the past decade or so include, electronic stability controls,510 side airbags,511 and bumper alignment.512 But to improve safety in the future, manufacturers will have to adopt more engineering changes that help vehicles avoid crashes, rather than focusing on mitigating them. Some potential technologies include forward collision warning; crash imminent braking; dynamic brake support; pedestrian automatic emergency breaking (PAEB); rear automatic breaking; semi-automatic headlamp beam switching; rear turn signal lamp color; lane departure warning; and blind spot detection.513 Crash avoidance technology may not be adopted as easily or readily as crash mitigation technologies have been. In fact, the agencies acknowledge that the effectiveness of crash avoidance technologies and the pace of their adoption “are highly uncertain.”514 These future safety technologies differ from past safety technologies in a fundamental way. Should those new safety technologies be adopted, the predicted fatalities for

509 83 Fed. Reg. at 43,139.
511 Id. at Figure 3.
512 Id. at Figure 4.
513 See 83 Fed. Reg. at 43,139-40.
514 Id. at 43,139.
all the older vehicle vintages will have to be lowered as well because effective crash avoidance technologies will lower all vehicles’ fatality costs.

NHTSA should explain how its assumption that the trends will continue through the mid-2020s is valid.

VI. THE AGENCIES’ CHOICE OF REBOUND EFFECT IS ARBITRARY AND CAPRICIOUS

Improved vehicle efficiency makes driving cheaper, and so encourages more driving. This is termed the “rebound effect.”

Rebound is expressed in terms of the percentage of any fuel economy savings that will be lost once consumers act on those preferences for increased driving. That additional driving results in a number of costs (increased air pollution, fuel consumption, traffic congestion, and vehicle crashes), and benefits (additional consumer utility of driving, reduced time to refuel vehicles) and the agencies have previously considered these costs and benefits when setting their standards. The agencies relied on a 10% rebound estimate in the Clean Car Standards. But now the agencies have arbitrarily doubled that estimate.

To arrive that the new estimate, the agencies make significant changes to their assumptions about the magnitude of the rebound effect. These changes result in a significant increase in the costs and fatalities that the agencies attribute to the baseline standards. These fatalities and costs serve as a justification for rolling back those standards. These methodological changes account for 3,170, or 25 percent of the additional fatalities that the agencies ascribe to the baseline standards, and 6.5-6.8 percent of the quantified net benefits that the agencies claim would be gained from rolling back the baseline standards. But the agencies’ methodological changes are inconsistent with the best available evidence regarding rebound. And the agencies have failed to provide a reasoned basis for their new rebound conclusions.

515 77 Fed. Reg. at 62,924. More specifically, this is considered the “direct” rebound effect. While the academic literature also discusses an indirect rebound effect, see Gillingham et al. (2016), at 72, that effect has not been incorporated into the agencies’ analysis and is not the subject of our comments on rebound.


517 Compare 77 Fed. Reg. at 62,716, 62,924 (10%) with 83 Fed. Reg. at 43,104 (20%).

518 PRIA at 1546, 1548 (showing higher net benefits of roll back under agencies new rebound assumptions than under previous rebound assumptions).

519 83 Fed. Reg. at 43,211 (explaining that NHTSA considers increased emissions that result from additional driving due to the rebound effect); id. at 43,212 (explaining that NHTSA considers increased fatalities that result from additional driving due to the rebound effect); id. at 43,230 (explaining that EPA considers the level of GHG emission reductions, which is determined, in part, by increased driving due to rebound); id. at 43,231 (explaining that EPA considers additional fatalities that result from increased driving due to rebound).

520 Id. at 43,153; see also PRIA at 1540.

521 Id. at 1546, 1548.
A. Defining rebound

There are three different components of rebound with fuel efficiency regulations. First, fuel efficiency lowers the per mile cost of driving. As the activity costs less, consumers will do more of it compared to other things. This is called the “substitution effect.” Second, as driving costs less, consumers can afford more of everything, including driving. This is called the “income effect.” Third, the decrease in the cost of driving is enabled by fuel efficiency technology that could increase the cost of the vehicle. So consumers who spend more money upfront on a fuel efficient vehicle will have less income to spend on other products, including driving. This “capital cost income effect” has a negative rebound effect by offsetting the income effect from fuel savings. These components of rebound should be analyzed using the following formula:

\[ \Delta VMT = \frac{\partial q^H}{\partial p} \Delta p + \frac{\partial q}{\partial t} (q\Delta p - C) \]

Where:

- \( \frac{\partial q^H}{\partial p} \) is the change in (Hicksian) demand for VMT from a price change,
- \( \frac{\partial q}{\partial t} \) is the change in (Marshallian) demand for VMT from an income change,
- \( q \) is the demand for VMT,
- \( p \) is the cost per mile of driving, and
- \( C \) is the additional cost associated with acquiring the improved energy efficient vehicle.

This definition includes the three independent effects on VMT from the purchasing of a vehicle:

- \( \frac{\partial q^H}{\partial p} \Delta p \) measures the substitution (effect) towards more driving with a decrease in the cost of driving (from a more efficient vehicle);
- \( \frac{\partial q}{\partial t} q\Delta p \) measures the increased demand for driving due to more money being in a household’s pocket from a lower cost of driving;
- and \( \frac{\partial q}{\partial t} C \) measures the decreased demand for driving due to less money being in a household’s pocket from the capital cost of acquiring the vehicle.

B. The agencies arbitrarily changed their rebound estimates to 20% from the previous estimates of 10%

The agencies have proposed to use a rebound estimate of 20% after previously setting it at 10%. But the agencies have failed to show that there are good reasons for their decision to

\[ \text{References:} \]

522 For more detail on this aspect of the formula, see Section II.

523 Gillingham (2014b), at 11375-11378.

reverse course in this way. The agencies cite NHTSA’s 2005-2011 CAFE standards to assert that they are merely returning to past practice in using a 20% rebound estimate. But in doing so, they ignore 10 years of their own analyses, the advances in the academic literature, and expert conclusions regarding the appropriate rebound estimate. Since that 2005 rulemaking, the agencies have updated their analysis and they have not relied on that 20% rate. In 2010, the agencies used a 10% rebound estimate as part of the agencies’ joint CAFE and GHG emission standards for MY2012-2016. In 2012, in adopting the Clean Car Standards, the agencies again arrived at the conclusion that an estimate of 10% would best reflect the rebound expected for the baseline standards. In 2016, in the Draft TAR, the agencies collectively updated their evaluation of the literature and proposed to reaffirm their conclusion that 10% was the appropriate rebound estimate. In 2017, EPA finalized its portion of that proposal and found that the 10% rebound estimate was appropriate. In fact, as far back as 2009, NHTSA determined that the literature did not support a 20% rebound estimate.

All of the arguments that the agencies provide for reserving course on these prior analyses are unavailing. As such, the agencies have failed to satisfy their duty to provide a “reasoned explanation . . . for disregarding facts and circumstances that underlay or were engendered by the prior policy.”
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525 Fox Television Stations, 556 U.S. at 515.
526 83 Fed. Reg. at 43,104 (explaining that the use of 20% “represents a return to the value employed in the analyses for MY’s 2005-2011 CAFE standards”).
529 Draft TAR at 10-9 to 10-21.
530 See Final Determination (concluding that the baseline standards were appropriate in light of the Draft TAR, Proposed Determination, Proposed Determination TSD, and public comments); EPA, Proposed Determination on the Appropriateness of the Model year 2025-2025 Light-Duty Vehicle Greenhouse Gas Emission Standards under the Midterm Evaluation: Technical Support Document at 3-8 to 3-21 (2016), https://nepis.epa.gov/Exe/ZyPDF.cgi/P100Q3L4.PDF?Dockey=P100Q3L4.PDF [hereafter “Proposed Determination TSD”] (reconsidering rebound literature on rebound considered as part of Draft TAR and literature since Draft TAR to conclude 10% rebound estimate is appropriate).
532 Fox Television Stations, 556 U.S. at 516.
1. The agencies point to no new evidence supporting a 20% rebound and, in fact, ignore new evidence on rebound that does not support the new 20% assumption

In order to support a 20% rebound estimate, the agencies primarily point to an average that they calculate from various rebound estimates in the academic literature and criticize their prior conclusions as inconsistent with those averages.533

As a preliminary matter, the data that the agencies discuss in the proposed rule has generally already been discussed and considered by the agencies in previous rulemakings in which they arrived at the 10% rebound estimate. And the agencies have not identified a meaningful change in the facts, which would justify the new estimate. Specifically, the table on pre-2008 studies that the agencies cite contains the same data that the agencies used to arrive at a different conclusion in 2012.534 As is made clear in Table 3 below, derived from the various cited rules, virtually all of the post-2008 studies that the agencies now list and discuss were already considered when the agencies promulgated the Clean Car Standards and when they reaffirmed those standards as part of the Draft TAR and EPA’s Final Determination. The agencies have not explained how they arrived at different factual conclusions using the same evidence.

534 NHTSA 2012 FRIA at 849 (TABLE VIII–1, presenting summary statistics on rebound estimates for pre-2008 studies).
Table 3. Post-2008 Rebound Studies Discussed or Considered as Part of Rulemaking and Analyses

<table>
<thead>
<tr>
<th>Study</th>
<th>SAFE Proposed Rule</th>
<th>Clean Car Standards</th>
<th>TAR</th>
<th>EPA Final Determination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small and Van Dender (2007)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Barla et al. (2009)</td>
<td></td>
<td></td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Bento (2009)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Waddud (2009)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hymel et al. (2010)</td>
<td>X&lt;sup&gt;539&lt;/sup&gt;</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td><strong>Gillingham (2011)</strong></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>West and Pickrell (2011)</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td><em>Anjovic and Haas</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Green (2012)</td>
<td>X&lt;sup&gt;+&lt;/sup&gt;</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Su (2012)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Linn (2013)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Frondel and Vance (2013)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Liu (2014)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Gillingham (2014)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td><strong>Wang and Chen (2014)</strong></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td><em>Weber and Farsi (2014)</em></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hymel &amp; Small (2015)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>West et al. (2015)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>DeBorger (2016)</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td><strong>Gillingham et al. (2016)</strong></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stapleton et al. (2016, 2017)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Italicized* studies are studies that have been considered in previous agency analyses but that are not discussed in the Proposed Rule. *Bold* studies are studies considered in the Proposed Rule that have not been considered previously. * included in discussion of Gillingham (2016)

---

<sup>535</sup> PRIA at 983-992.


<sup>537</sup> Draft TAR at 10-9 to 10-19

<sup>538</sup> Proposed Determination TSD at 3-8 to 3-21.

<sup>539</sup> The agencies discuss Hymel et al. (2010) but do not include it in the list of studies they considered. See 83 Fed. Reg. at 43,103; PRIA at 983.

<sup>540</sup> *Id.* at 992.
As Table 3 shows, the Proposed Rule identifies three studies that the agencies did not previously consider: Anjovic and Haas (2012), Weber and Farsi (2014); and Stapleton et al. (2016; 2017). But the agencies do not even purport to rely on these new studies as particularly relevant when selecting their rebound estimate. And in any event, the new studies do not provide strong new support for the agencies’ 20% rebound estimate. All three of the papers studied rebound outside the United States, which, as we explain in detail below, should receive relatively less weight. Moreover, Weber and Farsi (2014) used cross-sectional data (an analysis of rebound in only one year), which, as we also explain below, should also receive relatively less weight. Therefore, the only new evidence that the agencies considered does not support the change in position.

While the studies the agencies discuss in the proposed rule have previously been considered, the Proposed Rule inexplicably fails to discuss a number of studies that were previously considered. As demonstrated by the bolded studies in Table 3, the agencies fail to discuss, mention, or even list a number of studies that they previously considering in arriving at their 10% rebound estimate, including Gillingham (2011), Wang and Chen (2014), and Gillingham (2016). These latter two studies provided substantial support for the agencies’ 2012 and 2016 decisions to use a 10% rebound estimate. The agencies also fail to analyze Greene (2012), even though it is listed in a table in the PRIA. That paper also provided strong support for the agencies’ previous 10% rebound findings. Ignoring these studies now is arbitrary and capricious.

As Table 3 helps illustrate, contrary to the agencies’ claim, they have not conducted a complete survey of the economic literature on the rebound effect with respect to vehicles. Many of the missing studies are high-quality studies that should inform the agencies’ decisionmaking. Besides the studies that the agencies previously considered, the agencies also omit many of the recent papers on this topic, including a 2015 study by Ken Gillingham, A Jenn, and I.M

---


542 See PRIA at 992-994 (discussing the key studies the agencies use to select a rebound estimate without discussing any of these studies).

543 Draft TAR at 10-19 to 10-20 (listing Gillingham (2016) in the “Basis for Rebound Effect Used in the Draft TAR” section); Proposed Determination TSD at 3-16, 3-19 (discussing Wang and Chen (2014) as the only new study since the Draft TAR, and relying on the fact that the study found no rebound effect for households other than low-income households as part of the “Basis for Rebound Effect Used in this Proposed Determination” discussion).

544 PRIA at 983 (listing Green (2012) in Table 8-8 without any further discussion).

545 Proposed Determination TSD at 3-12 to 3-13, 3-20 (stating that Greene (2012) “appears to support the theory that the magnitude of the rebound effect “is by now on the order of 10 percent” and discussing the study in the “Basis for Rebound Effect Used in this Proposed Determination” section); Draft TAR at 10-14, 10-20 (same).

546 PRIA at 982 (“Table 8-8 summarizes estimates of the rebound effect reported in research that has become available since the agencies’ original survey, which extended through 2008”).
Azevedo,547 and a 2018 paper by T.P. Wenzel and K.S. Fujita.548 These estimates generally contain rebound estimates that are lower than 20% and the agencies should not ignore them.

In addition, a large number—32—of the studies identified in a recent meta-analysis of the rebound literature are missing from the agencies’ analysis, including 14 US-based estimates.549 Of these omitted estimates, Wang and Chen (2014) and Dillon et al. (2015) are particularly useful rebound studies because they provided estimates of U.S. rebound, estimated fuel efficiency rebound (which, as is described below is distinct from other less useful estimates of rebound that appear in the literature), and used methods that account for endogeneity.550 These additional studies do not support the agencies’ decision to reject the 10% estimate and adopt the 20% instead and the agencies should not ignore them either.

2. The Proposed Rule’s criticisms of the 10% rebound estimate are not compelling

In defending their reinterpretation of the evidence, the agencies primarily argue that the basis for the 10% rebound estimate was limited to a 2007 study by Small and Van Dender, whose assumptions have not borne out.551 Specifically, the agencies argue that the 10% estimate was justified only if income increases are as assumed in that paper, and according to the agencies, follow-up analyses by Hymel et al. (2010) and Hymel and Small (2015), found a weaker relationship between rebound and income and produced higher rebound estimates as a result.552 But this argument is wrong for several reasons.

First, the agencies are incorrect that the single Small and Van Dender (2007) study formed the only basis for their prior conclusion that rebound falls as incomes rise and that a 10% estimate was appropriate. In their 2012 Clean Car Standards, the agencies also cited to a wider range of academic literature, including Greene (2007), and Hymel et al. (2010), to support the specific claim that rebound will decline over time due to increases in income.553 The agencies reaffirmed this claim in 2016 and cited several high quality and more recent academic studies, including Wadud et al. (2009), Green (2012), Gillingham (2014), and Hymel and Small (2015).554

---

547 Gillingham et al. (2015).
549 Compare Dimitropoulos et al. (2018), at 173 (identifying 45 studies, including 21 studies of the U.S.) with PRIA at 983 (identifying 16 studies, including 10 studies of the U.S. included in Dimitropoulos et al. (2018) and 3 studies of the U.S. that are not included in Dimitropoulos et al. (2018)).
550 Dillon et al. (2015); Wang & Chen (2014). Note, however, that both studies omit capital costs and are cross-sectional estimates; the latter study provides only short-run estimates. See Dimitropoulos et al. (2018), Appendix D.
551 83 Fed. Reg. at 43,104-105; PRIA at 989.
552 77 Fed. Reg. at 62,924 (discussing academic literature supporting a rebound rate that declines over time)
553 77 Fed. Reg. at 62,924 (citing Greene (2007), and Hymel et al. (2010)).
554 Proposed Determination TSD at 3-20 (“Wadud et al. (2009) and Gillingham (2014) find that household and individual-vehicle rebound increases, respectively, with increases in household income”); Draft TAR at 10-20
2016 analyses, the agencies also cited a 2016 peer-reviewed assessment of the rebound literature by Ken Gillingham and coauthors.\footnote{Draft TAR at 10-20; Proposed Determination TSD at 3-20.} The Gillingham paper developed selection criteria for identifying the most reliable studies, and selected only two studies of US rebound effect as meeting the criteria.\footnote{Gillingham (2016), at 75 (Table 1). Of the 8 studies cited, the only two estimates for the U.S. are below 10% (focusing on the data for the more recent time period from Hughes et al. (2008). The four state estimates average to 13%. \textit{Id.} } Both of these studies arrived at rebound estimates below 10%.\footnote{Gillingham (2016) at 75. Gillingham also lists estimates from U.S. states, which average to 13%. \textit{Id.} } All of these papers supported the previous conclusion that rebound falls with income. Ignoring all of this support for the 2012 and 2016 determinations is arbitrary and capricious.

Second, the agencies now point to a handful of studies that they had already considered, including Hymel et al. (2010), Hymel and Small (2015), and claim those studies undermine the agencies’ previous conclusions about the relationship between income and rebound and the 10% estimate.\footnote{Draft TAR at 10-17 (“these influences are small enough in magnitude that they do not fully offset the downward trend in VMT response elasticities due to higher incomes and other factors. Hence, even assuming that the variables retain their 2003–2009 values into the indefinite future, they would not prevent a further diminishing of the magnitude of the rebound effect if incomes continue to grow at anything like historic rates”).} The agencies fail to acknowledge that they previously used these very studies to support the income effect, as described above. Moreover, while some of the rebound estimates presented in those studies are higher than those found in Small and Van Dender (2007), those higher estimates do not undermine the 10% estimate for several reasons.\footnote{Draft TAR at 10-17 (“explaining that the Hymel and Small conclusions are “important to understand the rebound effect based upon fuel prices, they may not be as relevant to the rebound effect due to fuel efficiency”).} For example, the 18% estimate in Hymel and Small (2015) that the agencies now rely on was produced using a deliberately simplified model, which the agencies previously concluded is more relevant for estimating rebound from changes in fuel prices than rebound from changes in fuel efficiency.\footnote{Hymel and Small (2015), at 98 (“The results for our preferred specification, labeled Model 3, are summarized in Table 3”); \textit{Id.} at 103 (Table 8, presenting US 2000-2009 average fuel efficiency elasticity under more sophisticated Models 3 and 5 of -0.042 and -0.040). The confusion over their preferred estimate likely arises because they refer to model 1 as their “base specification” and “base model” as it similar to the model estimated in Small and Van Dender (2007).} In any event, using more sophisticated modeling, the Hymel and Small (2015) paper found a 4.0%-4.2% rebound estimate, which the authors found to be more representative than the 18% rebound estimate cited by the agencies.\footnote{Draft TAR at 10-17 (explaining that the Hymel and Small conclusions are “important to understand the rebound effect based upon fuel prices, they may not be as relevant to the rebound effect due to fuel efficiency”).} As such, that paper recognizes that the 18% estimate may not be accurate. In addition, Hymel and Small (2015) studied a time period that included the

\begin{itemize}
\item \textit{Greene [2012] reports evidence that the magnitude of the rebound effect is likely to be declining over time as household incomes rise which would be consistent with Gillingham’s (2014) results showing that individual-vehicle rebound increases with household income”).
\end{itemize}
2008 recession, which the authors characterizes as a period of “turmoil in energy markets;” the authors noted that the financial crisis biased their estimates upwards.\textsuperscript{562} The agencies have elsewhere criticized data based on this time period as non-representative.\textsuperscript{563} And the papers still found a significant income effect and found that the rebound effect declines with income increases, which confirms rather than undermines the findings of Small and Van Dender (2007).\textsuperscript{564} As Professor Kenneth Small, one of the authors of Small and Van Dender (2007), Hymel et al. (2010), and Hymel and Small (2015), has explained in a letter to the agencies,\textsuperscript{565} the agencies mischaracterize the conclusions of these papers; due to expected future changes in income and other factors, Small states that the best estimate of the type of rebound at issue in the Proposed Rule is \textit{substantially} lower than even the agencies’ previous 10% estimate: 0.2% in 2025.\textsuperscript{566}

The agencies also point to the recent study from DeBorger et al. (2016), as evidence that the income effect in Small and Van Dender was overstated.\textsuperscript{567} But that study, according to its authors, lacked sufficient data to robustly test for the existence of the income effect, and called for additional testing of their results with respect to the income effect.\textsuperscript{568} Even then, like Small and Van Dender (2007), the study found a negative income effect (though it is statistically insignificant).\textsuperscript{569} Moreover, the study was based in Holland which differs considerably from the

\textsuperscript{562} PRIA at 993-994 (citing Hymel and Small (2015), at 94 (discussing weakness of studies of driving during the “most significant recession since the 1930s, accompanied by turmoil in housing markets including foreclosures requiring many people to move”); Hymel and Small (2015), at 93 (“We also estimated Model 2 omitting years 2008 and 2009, in order to evaluate the effect of the financial crisis on the rebound effect. This change decreases the rebound effect through changes in pm, pm2, and pm \times inc. The short run rebound effect falls by about 1 percentage point and the long run rebound effect falls by about 8 percentage points, relative to the version of Model 2 that includes years 2008 and 2009. One would expect that drivers would be more sensitive to driving costs following the financial crisis, and our estimation bears that out… The estimates from a version of Model 1 without years 2008 and 2009 also yielded smaller rebound effect estimates compared to the 1966–2009 version.”).

\textsuperscript{563} 83 Fed. Reg. at 43,089; PRIA at 966.

\textsuperscript{564} Hymel and Small (2015), at 102-103 (“Furthermore, we confirm earlier findings that the rebound effect became substantially smaller in magnitude over the course of that time period, probably due to a combination of higher real incomes, lower real fuel costs, and higher urbanization”).


\textsuperscript{567} PRIA at 983.

\textsuperscript{568} DeBorger et al. (2016), at 13 (emphasizing that their result “has to be corroborated by other studies”).

\textsuperscript{569} The study found a statistically insignificant relationship between income and rebound, the direction of that impact was still negative. \textit{Id} (“Although we use panel data, the number of MOT-tests observed in a 10-year period is too small to carry out a panel data analysis of the impact of changes in income on the coefficients for fuel price and
U.S., and should be given considerably less weight on this issue than Small and Van Dender (2007), Hymel et al. (2010), and Hymel and Small (2015). As such, that study does not support the agencies’ proposed conclusions.570

Third, the agencies’ argument that the slowdown in income from the levels expected in 2012 undermines the prior 10% estimate is incorrect. The relevant time-period for estimating income growth and rebound is the period during which consumers will be using vehicles subject to the baseline standards: 2020 to 2050, not the earlier time periods discussed in Small and Van Dender (2007) and Hymel and Small (2015). At this time, the agencies expect GPD per capita to be substantially higher during the 2020 to 2050 period than the 2000s.571 Pointing to the fact that income grew at a slower rate than expected in the 2007 paper does not undermine the agencies’ conclusions in issuing the Clean Car Standards that over the 2020-2050 period, income will be sufficiently high to support a 10% rebound estimate.572

Fourth, the agencies provide an unsupported assertion that rebound may increase as income increases because increases in income will allow consumers to own multiple cars, which will then be driven more. The agencies argue that higher income families have multiple vehicles and cite to “some studies,” which they do not identify, that find that households with multiple vehicles have higher rebound.573 In fact, a systematic analysis of studies suggests that the rebound effect is smaller for households with multiple vehicles.574 The Proposed Rule’s analysis on this point conveniently ignores the Wang and Chen (2014) study, which found that the rebound effect is only significant for households making $25,000 or less—an important insight that should be taken into account in rebound assessments.575

As these papers all show, the relationship between rising incomes and lower rebound is strongly supported. The literature indicates that the rebound effect should decline with rising income for

fuel efficiency in our demand equation. However, what we can do is carry out a cross-sectional analysis and analyze whether the sensitivity of kilometre demand for changes in the fuel price and in fuel efficiency depend on a household’s place in the income distribution...The point estimates also seem to suggest that the sensitivity of demand to changes in fuel efficiency declines with income. However, the interaction term of the fuel efficiency variable with income is not significant at the usual significance levels, and we are unable to reject the hypothesis that the size of the rebound effect is independent of a household’s position in the income distribution”).

570 PRIA at 989 n. 528.
571 Id. at 993.
572 Id. at 982 (“income growth that had been anticipated to erode the value of the rebound effect had not materialized”).
573 Id. at 989.
574 Dimitropoulos (2018), at 170-171.
575 Proposed Determination TSD at 3-16 (Wang and Chen (2014) “find that the rebound effect is only significant for the lowest income households (up to $25,000)").
two reasons. First, as incomes rise, the rebound income effect diminishes because household demand for vehicle travel is closer to saturation levels. In particular, high-income families will feel less of a budget constraint (i.e., they are consuming all goods, including driving, nearer to or at their optimal level). Second, as incomes rise, the opportunity cost of spending time in a vehicle increases. As time costs increase relative to energy costs, the relative importance of energy costs should decline, and drivers should limit the extent to which fuel efficiency will increase driving. This effect is magnified by the fact that as income and driving increase over time, congestion will also increase. This will require drivers to spend more time in their vehicles and limit the extent to which drivers respond to lower prices with more driving.

A few additional details support a lower rebound estimate as income increases. For example, there is evidence in the literature regarding rebound and energy efficiency outside of the passenger vehicle sector, which shows that rebound declines with income. This includes studies of rebound related to residential energy use from greater adoption of efficient appliances such as refrigerators, air conditioners, and solar lanterns. Studies that compare rebound across countries also provide empirical support for the agencies’ prior conclusions that the rebound effect declines as income rises. In addition, because congestion can have a moderating effect on rebound, the agencies should model the impact that expected increases in congestion will have on rebound during 2020-2050. Finally, high-quality academic literature that the agencies have failed to consider provides independent support for the prior 10% rebound estimate. In particular, in a 2009 literature review of the direct rebound effect in multiple sectors, Steve Sorrell and coauthors conclude that long-run rebound is between 10% to 30%, with the best estimate closer to 10%.

For all of these reasons, EPA was correct to note during the interagency review process that NHTSA’s own analysis and the literature indicate that the rebound effect is expected to decline

---

576 Sorrell et al. (2009), at 1357, 1360 n. 8; Dimitropoulos et al. (2018), at 171.
577 Id. at 1357.
578 Id. at 1366 n. 8.
579 See Hymel et al. (2010) at 1221.
580 Azevedo (2014), at 411-12 (identifying studies that show that the rebound effect of home energy use varies by income).
581 See Dimitropoulos et al. (2018), at 172.
582 The agencies should also take into account the relationship between income, congestion, and VMT when developing VMT schedules. See Section V.A.2.
583 Sorrell et al. (2009) at 1360; id. at 1361 (“Moreover, most studies assume that the response to a change in fuel prices is equal in size to the response to a change in fuel efficiency, but opposite in sign . . . Few studies test this assumption explicitly and those that do are either unable to reject the hypothesis that the two elasticities are equal in magnitude, or find that the fuel-efficiency is less than the fuel cost per kilometer elasticity . . . The implication is that the direct rebound effect may lie towards the lower end of the above range (i.e., around 10%).”)
over time as income rises. As this section demonstrates, the literature does not support the agencies’ proposal to abandon the 10% rebound estimate that they previously adopted.

C. The agencies’ approach led them to estimate an inflated rebound effect

The agencies have adopted a methodology that uses the average of the estimates of rebound that they have collected. However, using averages is a disfavored approach for a number of reasons. The averaging approach does not address the disparity in precision and quality of the estimates that are part of the average. It does not account for the pertinence of specific estimates to the particular policy context. And it does not address the fact that multiple studies have overlapping samples, overlapping authors, or overlapping methods. Using an averaging method here was inappropriate because the estimates of rebound presented in the academic literature are not equally valid estimates of rebound and are not equally relevant to the question the agencies investigate here. As such, as described further below, a simple average does not lead to a reliable estimate.

The agencies should more proactively evaluate rebound estimates based on selection criteria. In the alternative, the agencies should conduct a sophisticated meta-analysis of the existing rebound literature to arrive at the best estimate, consistent with EPA’s guidelines for reaching conclusions using multiple studies. In either case, a rebound estimate of 20% would not be supported.

1. The simple average that the agencies use to calculate the rebound effect in the Proposed Rule is unreliable and produces improperly inflated estimates

Instead of considering all available studies equally, the agencies should consider only those estimates of rebound that are predictive of the kind of rebound at issue here or should give non-preferred studies only partial weight. Many of the studies that the agencies include in their average do not meet the below requirements for full weight or inclusion. That error renders the agencies’ conclusions arbitrary and capricious.

In summary, the best estimates include:

- Measures of the driving changes due to changes in fuel efficiency, rather than measures of how driving changes as fuel price changes or that measure how fuel consumption changes as fuel price changes.
- U.S.-based national studies rather than studies of rebound in other countries or within single U.S. states.
- Measures that best reflect the time period of the analysis (i.e., 2020-2050), including studies that use more recent data (i.e., measures conducted after the 2008 recession).

---

584 EPA, Comments on NPRM and Preliminary RIA sent to OMB, at 1659 (July 26, 2018) (explaining that literature and NHTSA’s previous findings reported “persuasive evidence that the magnitude of the rebound effect is likely to be declining over time”).

585 83 Fed. Reg. at 43,100 (finding that the average values of pre-2008 studies to be 22-23%); id. at 43,105 (discussing 10%-40% average rebound of post-2008 studies); PRIA at 993.
• Studies with high quality identification strategies, including those that account for the endogeneity of fuel efficiency.
• Measures that include data from multiple years (i.e., panel methods) or that apply an experimental/quasi-experimental approach and that are internally valid.
• Short-run and medium run estimates of rebound because long-run estimates suffer from identification problems.\textsuperscript{586}

The most important categories of rebound estimates are discussed in turn. The agencies should follow these guidelines.

\textbf{a.) The agencies should consider estimates of fuel efficiency rebound rather than other proxy estimates of rebound}

There are four types of econometric estimates of the rebound effect in the academic literature, some of which are better than others for estimating the rebound rate of fuel efficiency or emissions standards.\textsuperscript{587}

The agencies should give the most weight to estimates of the elasticity of distance traveled with respect to fuel efficiency, as this is the directly relevant estimate. For this reason, in a recent meta-analysis of rebound estimates in the literature, Dimitropoulos and coauthors explained that “the elasticity of travel demand with respect to fuel efficiency should be preferred to other measures whenever this is possible.”\textsuperscript{588}

• **Fuel efficiency rebound.** The most relevant rebound estimate for the purposes of the Proposed Rule is the extent to which driving changes due to changes in fuel efficiency—called the “elasticity of distance travelled with respect to fuel efficiency” or “fuel efficiency rebound.” The agencies have previously acknowledged that estimates of fuel efficiency rebound are the most directly relevant measures for the purpose of estimating the effect of the baseline standards.\textsuperscript{589}

• **CPM rebound.** When fuel efficiency rebound cannot be measured, the next closest proxy estimate would be to measure the extent to which driving changes as the cost per mile (CPM) of driving decreases—called the “elasticity of distance traveled with respect to the cost of driving” or “CPM rebound.” The cost of driving includes fuel costs per mile (fuel price divided by fuel efficiency), but could also include other costs such as depreciation. However, its estimation raises several concerns, in particular because measures of CPM rebound diverge from measures of fuel efficiency rebound for a number of behavioral economic

\textsuperscript{586} Gillingham et al. (2016), at 74-75.
\textsuperscript{587} Sorrel et al., (2009), at 1358-1360; Dimitropoulos et al., (2018) at 164.
\textsuperscript{588} Dimitropoulos et al. (2018), at 196.
\textsuperscript{589} NHTSA 2012 FRIA at 847 (“ideally, the rebound effects measured directly by estimating the change in vehicle use, during some time period that results from a change in vehicle fuel efficient”).
reasons. Changes in CPM, and particularly changes in gasoline prices, are highly salient and so have more influence on consumer behavior than fuel efficiency changes. In addition, many of the recent studies that measure the change in cost of driving have been measures of consumer response to fuel price increases, but consumers tend to be more responsive to price increases than decreases and because fuel efficiency acts like a price decrease, studies that measure rebound based on price increases may overestimate fuel efficiency rebound. The Dimitropoulos meta-analysis found that the elasticity of driving with respect to fuel efficiency is significantly lower than the elasticity of driving with respect to fuel costs and fuel price. In addition, changes in fuel price can change the cost of driving for both new and used vehicles. Studies of CPM rebound often use data on the change in driving behavior of both new and used vehicles. Yet, the change in driving by newer vehicles is less responsive than the change in driving by older vehicles for a given fuel efficiency increase. Therefore, by including used vehicles, studies of CPM rebound will be an overestimate of fuel efficiency rebound. Finally, in a large portion of the studies of CPM rebound, the methods used to measure rebound have been flawed and have biased estimates upward. When costs of driving increase (such as due to a gasoline price hike), consumers are more likely to buy a more fuel efficient vehicle. However, the type of consumer that is likely to buy a fuel efficient vehicle when prices increase is also likely to be the type to benefit most from a fuel efficient vehicle (i.e., they have a long commute). A large portion of studies of CPM rebound do not account for this relationship (such as by controlling for the endogeneity of fuel-efficiency), and so effectively assume that these interactions do not occur. This causes an overestimate of CPM rebound and therefore, when used as a proxy for fuel efficiency rebound, causes the rebound rate to be inflated.

- **Fuel price rebound.** A subset of the cost of driving, fuel price, introduces a third estimate of rebound: the extent to which driving changes due to changes in fuel price—the “elasticity of distance travelled with respect to fuel price” or “fuel price rebound.” Fuel price is a component of the cost of driving and so fuel price rebound is a poor proxy for fuel efficiency rebound for the same reasons that CPM rebound is a poor proxy. But fuel price rebound is
also an overestimate for an additional reason: fuel price rebound considers only reductions in the fuel-related costs of driving, whereas fuel efficiency involves reduction in the cost of driving but also includes the increased cost of purchasing a more fuel efficient vehicle.\footnote{Gillingham et al. (2016), at 69. Cost of driving rebound may also suffer from this problem to the extent that the cost of driving parameter fails to include an estimate of vehicle capital costs.} Studies of fuel price rebound do not take into account the capital cost income effect, which has a moderating effect on rebound. So, when used as a proxy for fuel efficiency rebound, fuel price driving will cause estimates to be inflated.\footnote{Dimitropoulos et al. (2018), Appendix D; Gillingham et al. (2016), at 68-69. Note however that a handful of studies of the elasticity of driving with respect to fuel price control for the capital cost and so would not suffer from this error. However, this still constitutes a minority of studies. Of the 1,142 rebound estimates in the Dimitropoulos et al. (2018) dataset, 236 estimates account for capital costs.}

- **Fuel consumption rebound.** The least useful measure of the rebound effect caused by fuel efficiency changes comes from estimates of the extent to which fuel consumption changes as fuel price changes—the “elasticity of fuel consumption with respect to fuel price” or “fuel consumption rebound.” This type of estimate does not directly measure changes in driving. And academic studies have shown that changes in fuel consumption will always produce higher rebound estimates than changes in fuel efficiency will in a real world setting (i.e., when fuel efficiency is endogenous), and so this rebound estimate serves as an upper bound when used as a proxy for the rebound effect.\footnote{Sorrel et al., (2009), at 1359 n. 6; Sorrel and Dimitropoulos (2008), at 16-18.} This has led some academics to ignore this latter group of estimates when trying to estimate the relationship between fuel efficiency and driving.\footnote{Dimitropoulos et al. (2018), at 165.}

Given that fuel efficiency rebound is the effect that the agencies are trying to measure, and given the lack of evidence that the other measures are equivalent, the agencies should focus primarily, if not exclusively, on studies that measure fuel efficiency rebound.

**b.) The agencies should take care in selecting studies to avoid features that would improperly inflate the estimates**

In addition, there are several features that could make fuel-efficiency rebound studies unreliable. The agencies need to consider these issues as well in selecting which studies to include:

**Estimates of rebound that incorporate capital costs.** The agencies should prefer elasticity estimates that account for the capital cost of the new vehicles. Because high capital costs reduce rebound by reducing consumers’ income available to purchase other goods, such as driving (the “capital cost income effect”), analyses that omit capital costs will yield inflated estimates of...
rebound. Only 14% of the studies on which the agencies relied account for capital costs, we should expect this to bias a simple average upwards.

**Estimates of rebound in the United States.** U.S.-based estimates are far more relevant than foreign estimates for measuring the effects of a policy that would change the cost of driving for U.S. drivers. It is not merely that U.S. drivers and foreign drivers are culturally different. Rather, the U.S. differs substantially from other regions in terms of the price of gasoline, the density of the population, and income levels; each of which has been shown in various studies to affect the rebound effect. The U.S. has characteristics that are generally associated with lower rebound in the academic literature: higher incomes, lower population densities, and lower fuel prices. Many countries that are the subject of rebound studies—generally European countries—have higher income, population density, and fuel prices. Therefore, taking an average of both U.S. and foreign estimates will inflate the estimate of rebound that will occur in the U.S. In addition, studies at the national-scale are more relevant than studies of various states and subregions, as the latter only capture subsets of the relevant population. Because state studies are more likely to use reliable data sources such as odometer readings, state level studies should not be ignored. However, in developing a methodology to weight studies, the agencies should take into account the divergent characteristics of the state studied. Only 56% of estimates in the agencies’ analysis are for the United States, so we should expect the use of these estimates to bias a simple average upwards.

**Estimates of rebound that will occur in 2020-2050.** As discussed above, rebound is relevant in the context of the Proposed Rule only to the extent that improved fuel efficiency increases driving during the 2020-2050 period. The agencies should therefore use studies that can project the rebound effect of the 2020-2050 timeframe rather than assume that estimates of historic rebound can be directly applied to the baseline standards. More recent studies that look at more recent data will be more applicable than older studies. In other words, more recent studies are better predictors of future rebound because “behavioral responses are contingent upon technical, institutional, policy and demographic factors that vary widely between groups and over time.”

---

601 Dimitropoulos et al. (2018) at 171.
602 See id., Appendix D (listing studies). Dimitropoulos excluded three estimates that contain this feature: Waddud (2009), West and Pickrell (2011), and West et al. (2015).
603 Dimitropoulos et al. (2018) at 172; EPA (2018), at 31; Gillingham et al. (2016), at 75.
604 Dimitropoulos et al. (2018), at 171.
605 See id., Appendix D (listing studies). Specifically, the following recent studies use data from outside of the United States: De Borger (2016) (Denmark); Barla (2009) (Canada); Frondel and Vance (2012); Anajovic and Haas (2012); Weber and Farsi (2014); and Stapleton (2016, 2017). This other estimates using data from outside of the United States were not included in Dimitropoulos et al. (2018): Waddud (2009), West and Pickrell (2011), and West et al. (2015).
606 Sorrel et al. (2009), at 1359.
In the Clean Car Standards, the agencies noted that “[w]hile some older studies provide valuable information on the potential magnitude of the rebound effect, those that include more recent information may provide more reliable estimates of how this rule will affect future driving behavior.” 607 Now the agencies rely on many older studies, including a number of studies prior to 2008 when income was depressed, in calculating average rebound effects. 608 This reliance on older studies using data on older vehicles biases the estimate upwards. 609

**Studies using strong statistical methods and data.** The agencies should only rely on, or should more heavily weight, studies with a strong statistical and methodological basis and reliable data. 610 Most importantly, reliable studies account for the fact that fuel efficiency is correlated with other attributes (that is, fuel efficiency is endogenous). 611 There is evidence that more fuel-efficient vehicles have a lower rebound effect. 612 Energy efficiency may be correlated with other vehicle attributes, 613 household attributes, and time; some of which are unobservable. 614 As such, the agencies should place greater weight on studies that address this endogeneity, usually using instrumental variables or simultaneous equations. 615 Failure to account for endogeneity means that the study is unable to disentangle to what extent VMT is rising because of fuel efficiency and to what extent it has risen due to changes in other factors (including reverse causality). In other words, studies that do not address issues with endogeneity may overstate the extent to

---

607 NHTSA 2012 RIA at 848.
608 PRIA at 981 (Table 8-7).
609 Dimitropoulos et al. (2018), at 171.
610 Gillingham et al. (2016), at 74.
611 *Id.*; Small and Van Dender (2007), at 30; Sorrell et al. (2009), at 1363.
612 Gillingham et al. (2015), at 549.
613 Sorrell et al. (2009), at 1357; Gillingham et al. (2016), at 69.
614 Sorrell et al. (2009), at 1358.
615 The net effect of these trends is unclear. Dimitropoulos et al., (2018), at 171. GDP increases over time and will decrease the rebound effect. Congestion and density tend to increase over time and increasing congestion will decrease rebound, Hymel et al. (2010), while increased density has been shown to increase the rebound effect. As such, the agencies should also include a density adjustment to their VMT schedules to control for density. Similarly, the future direction of gasoline prices is relatively uncertain. The U.S. Energy Information Agency generally assumes a long-run upward trend in gasoline prices, which implies a higher rebound effect. But as with density, this suggests a need to adjust VMT schedules.
which fuel efficiency is the cause of extra VMT.\textsuperscript{616} Only 28\% of estimates in the agencies’ analysis account for endogeneity,\textsuperscript{617} and we should expect this to bias a simple average upwards.

Additionally, some estimation strategies are preferred to others. For example, cross-sectional studies should be given less weight (or dropped altogether) as they: disagree over appropriate specification,\textsuperscript{618} suffer from omitted variable bias making them unreliable,\textsuperscript{619} and are only as representative as the year the data was taken.\textsuperscript{620} Time-series data may not be as reliable due to the fact that a limited number of data points are available.\textsuperscript{621} Academic economists also disagree about how to properly construct models using this data.\textsuperscript{622} These econometric issues led one careful survey of the literature to conclude that “estimates from many econometric studies appear vulnerable to bias, likely leading to an inflated estimate. The most likely effect of the latter is to lead the direct rebound effect to be overestimated.”\textsuperscript{623} Panel methods and experimental designs should be treated as preferred methodologies.\textsuperscript{624}

Studies that use odometer data at the vehicle or household level are the most reliable. This is particularly the case because some micro-economic data are known to be problematic. For example, many cross-sectional microeconomic studies use data from the 2009 NHTSA household survey. Those estimates “should be interpreted with caution” since they present rebound estimates that range from 0\% to 87\% using identical datasets.\textsuperscript{625} The 2009 NHTSA dataset is also problematic because it includes data from 2009, a highly non-representative year,

\footnotesize
\begin{itemize}
  \item \textsuperscript{616} Small and Van Dender (2007), at 40; Dimitropoulos et al. (2018), at 172 & n. 23. Note that there is some evidence pointing to downward bias as well. See Small and Van Dender (2007), at 30. A meta-analysis by Dimitropoulos finds some downward bias. Dimitropoulos et al., (2018), at 172 & n. 23. However multi-collinearity raises questions about how to accurately interpret this result. The direction of the bias is not completely unclear.
  \item \textsuperscript{617} See Dimitropoulos et al. (2018), Appendix D (listing studies with this feature). Specifically, the following studies have this feature: West and Pickrell (2011), Su (2012), Linn (2013), Liu et. al (2014), Gillingham (2014), and West et. al. (2015). Dimitroupoulos excluded three estimates with this feature: Waddud (2009), West and Pickrell (2011), and West et al. (2015).
  \item \textsuperscript{618} Sorrell et al. (2009), at 1360.
  \item \textsuperscript{619} Gillingham et al. (2016), at 73-74.
  \item \textsuperscript{620} 83 Fed. Reg. at 43,089; PRIA at 966.
  \item \textsuperscript{621} Sorrel et al. (2009), at 1360.
  \item \textsuperscript{622} \textit{Id.} (identifying disagreement regarding appropriate specification with respect serial correlation and lagged dependent variables).
  \item \textsuperscript{623} \textit{Id.} at 1364. \textit{But see} Dimitropoulos et al. (2018), at 169 (finding some evidence of negative bias).
  \item \textsuperscript{624} Gillingham et al., (2016), at 74 (recommending quasi-experimental approaches); \textit{but see} Sorrel et al. (2009), at 1364 (“The methodological quality of many quasi-experimental studies is poor, while the estimates from many econometric studies appear vulnerable to bias. The most likely effect of the latter is to lead the direct rebound effect to be overestimated”). Advances in experimental design may explain some of the difference between Gillingham et al.’s 2016 conclusions and Sorrel et al.’s earlier conclusions.
  \item \textsuperscript{625} Sorrel et al. (2009), at 1360.
\end{itemize}
relies on self-reported odometer readings and has a poor sample size. Alternatively, studies that rely on more aggregated data on travel demand can have significant measurement errors. As shown in Table 4, 44% of the studies in the agencies’ analysis are cross-sectional, of which 86% are based on the problematic NHTSA household surveys.

**Medium-run elasticity estimates are more reliable.** Academic studies of rebound often include different estimates for different timeframes, including rebound over the short-run, over the medium-run, and over the long-run. Generally, these estimates find that the rebound effect increases over time (i.e., driving is less elastic in the short-run than in the long-run) because households have more opportunities to take action that results in more driving over time (e.g., taking a new job further from home). Currently, NHTSA relies exclusively on long-run estimates.

The agencies need to take a dynamic approach to rebound instead of disregarding short and medium-run estimates as in the current approach. Not only is the current approach incorrect but it is also inconsistent with the agencies’ approach elsewhere. For instance, the agencies’ scrappage model employs lagged variables that capture the shifts in behavior from short- to long-run. At the very least, the agencies should incorporate the movement from short-run rebound effects to long-run rebound effects on VMT rather than apply a single rebound estimate to all vehicles in all years.

In addition, long-run rebound estimates do not have a strong statistical and methodological basis. In an analysis of the rebound effect and related academic literature, which the agencies have inexplicably failed to consider, Ken Gillingham and coauthors note that

> Long-run elasticies are harder to estimate credibly and thus harder to come by. All [reliable studies also] provide either short-run or medium-run estimates. . . . [W]e believe that short-run and medium-run estimates are more reliable.

The agencies should consider reducing their reliance on long-run estimates by substituting them with the medium-run estimates available in the literature, by including both long-run and medium-run estimates, or by carefully selecting only those long-run estimates that were developed using methodologies that address the concerns identified above.

---

626 83 Fed. Reg. at 43,089; PRIA at 966.
627 Dimitropoulos et al. (2018), at 165 & n. 6.
628 Gillingham et al. (2016), at 74.
629 PRIA at 1044 (showing lagged variables in the scrappage model).
630 Gillingham et al. (2016), at 74.
631 Gillingham et al. (2016), at 74.
The agencies have ignored many relevant and recent studies of rebound in the academic literature and relied on several studies that contain problematic and non-representative data and findings, as summarized in Table 4. And the studies that they include in their calculations of average rebound estimates largely fail to meet the criteria of reliable and predictive estimates for the type of rebound at issue in the Proposed Rule. Moreover, these lower quality estimates tend to be biased in one direction: upwards. As a result, the agencies’ conclusions regarding the appropriate rebound estimate of 20% are, inappropriately biased upwards.

632 Upward biases result from including studies that: estimate elasticities of VMT demand and fuel consumption with respect to driving cost and fuel price, forget capital costs, use data from non-US countries, and estimate the long-run effect. Other quality issues have an unclear effect. No approach that the agencies use clearly biases estimates downwards.
Table 4. Disfavored Features in the Post-2008 Rebound Studies Considered by Agencies

<table>
<thead>
<tr>
<th>Authors (Date)</th>
<th>Non-preferred rebound estimate</th>
<th>Omitted Capital Costs</th>
<th>Non-US Data</th>
<th>Non-representative period</th>
<th>Ignores endogeneity</th>
<th>Not panel data</th>
<th>2009 NHTSA Survey</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barla et al. (2009)</td>
<td>✔</td>
<td></td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bento (2009)</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wadud (2009)</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West and Pickrell (2011)</td>
<td>*</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anjovic and Haas (2012)</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Su (2012)</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greene (2012)</td>
<td>*</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linn (2013)</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frondel and Vance (2013)</td>
<td>*</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu (2014)</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gillingham (2014)</td>
<td>X</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weber and Farsi (2014)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hymel &amp; Small (2015)</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West et al. (2015)</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DeBorger (2016)</td>
<td>*</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stapleton et al. (2016, 2017)</td>
<td>*</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* At least one estimate in the study avoids the problem. If a range is presented, some estimates that make up the range may suffer from the problem.

a Wadud (2009) is the sole fuel consumption rebound estimate. (cont. on next page)

b West et al. (2015) accounts for the price of the vehicle. But the authors also look at groups that do and do not receive a vehicle subsidy. This is problematic because the subsidy group buys a cheaper vehicle and receives a subsidy. Therefore, the results of this study should be interpreted as supporting a negative rebound effect if capital costs are accounted for.

c We define a study as using data from a non-representative time period if it includes data from before the 1990s. Note that even if studies use data from a non-representative period, this issue can be explicitly addressed through updating explanatory variables (e.g., GDP per capita) ex-post in some cases.

d While West and Pickrell (2011) attempt to address simultaneity, the study did so inadequately according to the authors.

---

633 The information in this table is derived from Dimitropoulos et al. (2018), Appendix D, with the exception of Wadud (2009), West and Pickrell (2011), and West, et al (2015).
2. The Agencies should follow EPA guidelines regarding how to draw valid conclusions from an academic literature that involves multiple estimates

EPA has developed guidelines on meta-analysis that provide best practices for how the agency should rigorously evaluate circumstances such as this where the academic literature is varied and contains a number of potentially relevant estimates.634 EPA’s guidelines are consistent with the best practices established in the academic literature.635 By using a simple average of many studies of varying quality, the agencies have failed to follow EPA’s own guidelines and so their conclusions regarding the appropriate rebound rate are not reliable.

In its guidelines, EPA identifies a number of types of meta-analysis methods.636 EPA explicitly describes four types of meta-analysis in a 2016 update on its guidelines:

(1) Closely Matched Studies: “Develop independent estimates for relevant cases, using only studies that are closely matched on . . . individual characteristics.”637
(2) Weighted Average: “Develop a baseline distribution of estimates . . . and a set of adjustment factors for . . . individual characteristics as warranted.”638
(3) Meta-regression: “Develop a meta-regression model to estimate [rebound] as a function of . . . individual characteristics.”639
(4) Structural Model: “Develop and estimate a structural preference function.”640

By generally averaging studies without any specific weighting, the agencies have adopted none of these meta-analysis techniques.


635 Several guidelines are available for meta-regression in the academic literature: Nelson, & Kennedy (2009); Rhodes (2012).


637 Id. at 8.

638 Id.

639 Id.

640 Id.
EPA’s initial guidelines and subsequent application of those guidelines include direction for how the agencies should consider multiple studies to arrive at an individual value for use in a regulatory setting. The agencies have failed to meet a number of these directives including:

- The need to establish \textit{a priori} decision rules for which studies and individual values will be included or excluded or more heavily weighted;
- The need to use a valid method for synthesizing the results of multiple studies in order to address econometric complications, including duplicate estimates, dependent errors (overlapping data and study authors), and heteroskedasticity (variance in precision of study);
- The need to identify the population to be studied up-front (e.g., rebound caused by fuel efficiency among U.S. households);
- The need to characterize and measure the uncertainty of combined estimates, such as through standard errors or confidence intervals;
- The preference for analyses that incorporate several study characteristics together (e.g., meta-regression) over separate analyses of individual predictors of outcomes for different subsets of studies.

The agencies’ approach in the Proposed Rule—averaging estimates from a seemingly arbitrary subset of estimates in the literature—does not meet these criteria. The agencies have not identified any particular criteria for including or rejecting studies. Nor have they identified how exactly they synthesized the results from multiple studies. They have used studies that cover a wide range of populations (e.g., U.S. based studies and non-U.S. based studies, studies that measure elasticity of driving with respect to cost of driving and studies that measure elasticity of driving with respect to fuel efficiency, etc). Beyond reporting incredibly large ranges within the literature, the agencies do not discuss uncertainty in their preferred 20% rebound estimate. And by averaging all studies, the agencies incorporate different study characteristics but do so in a way that treats all characteristics equally.

The agencies should move away from the proposed approach and use one of the meta-analysis methodologies discussed in EPA’s meta-analysis guidelines instead. Each option is discussed in turn.

\footnote{641 The purpose of the meta-analysis guidance was for the construction of the Value of a Statistical Life (VSL). \textit{Id.} However, the procedures and principles are broadly applicable.}

\footnote{642 \textit{Id.} at 9.}

\footnote{643 \textit{Id.} at 10.}

\footnote{644 \textit{Id.} at 19-20.}

\footnote{645 \textit{Id.} at 20.}

\footnote{646 \textit{Id.} at 22.}
Meta-Regression. Meta-regression is a particularly valuable form of meta-analysis, which uses econometric techniques to combine different studies and arrive at joint conclusions. Meta-regression allows analysts to adjust for factual and methodological causes of variation between different studies. Specifically, it can control for many of the features of rebound studies that make them less relevant to the particular policy context of the Proposed Rule. Done correctly, meta-regression can address a variety of confounding issues including duplicate estimates, omitted variables, measurement error, dependent errors, and heteroskedasticity. EPA’s guidelines provide detailed recommendations for the construction of a proper meta-regression.

Only one academic study, by Alexandros Dimitropoulos and coauthors, has conducted a meta-regression of the rebound effect. The study produces a variety of rebound estimates, including two estimates using two different preferred regression methods—fixed-effects regression and weighted-least squares regression. While approximately one third of the data is not from the U.S., the study’s meta-regression methodology at least partially addresses the issue of divergent geographic studies. This allows the authors to derive a long-run rebound effect of approximately 15% for a country approximately like the U.S.

The study’s methodology is sound. But the agencies should not rely on the study’s rebound estimates for three reasons. First, the standard errors of the top-line regressions are so large that they limit the ability to make statistically significant claims about the magnitude of rebound for the purpose of setting policy. Second, the two different preferred regression methods in the paper produce substantially different results about the overall magnitude of the rebound effect. Third, the results of the weighted-least squares regression demonstrate that very imprecise studies (i.e., studies with a very wide range of estimates) are driving up the rebound effect in the fixed effects regression. These features of the study suggest that the specific estimates of the study are not reliable indicators of rebound.

---

647 Howard and Sterner (2017), at 205.
648 Id. at 205-06.
650 Dimitropoulos et al. (2018), at 163, 166; id. at 170 (Table IV).
651 The paper also reports results in its abstract. Dimitropoulos et al. (2018), at 163. However, these estimates are not the results of their sophisticated meta-regression.
652 Id. at 172 (Table V).
653 Id.
654 Dimitropoulos et al. (2018) makes their data and code available in Appendix D. Applying the average sample size as weights within groups in the fixed effects regression also produces a negative estimate of -0.55 instead of -0.4 or 0.15. Additionally, variables for sample size and standard errors are statistically significant if included individually or jointly in the fixed effects regression, which indicates an upward bias. Furthermore, the increased capital cost of new vehicles is not accounted for and should further push down these rebound effect estimates.
While the study is not useful for making specific claims about rebound, it is nonetheless useful as evidence of the directional impact of particular estimate attributes. This meta-regression finds that rebound is lower for elasticities of fuel-efficiency than elasticities of fuel price and CPM; rebound is lower as income increases, rebound is lower over time and is generally lower in the U.S., and rebound is higher for single vehicle owners than multi-vehicle families.\textsuperscript{655} These directional estimates can be taken into account through other meta-analysis methodologies, discussed above.

**Closely Matched Studies.** An alternative methodology to meta-regression would be for the agencies to use only studies that most closely match the context of the policy.\textsuperscript{656} This can be accomplished by applying selection criteria to the available studies. In addition, because studies often contain multiple estimates or ranges of estimates based on different factors, the agencies should select the estimate within each study that most accurately reflects the rebound at issue in this Proposed Rule. For example, if a study provides rebound estimates for different countries, the estimate for U.S. households should be used rather than a range of estimates based on estimates from different geographies. Similarly, estimates with greater statistical precision (e.g., estimates with a larger number of observations) should be selected. And as the agencies explained when selecting the 10% rebound estimate for the Clean Car Standards, a rebound of 10% is better justified than 20% when the agencies clearly define selection criteria for the best estimates of the rebound effect.\textsuperscript{657}

An approach that considers only rebound estimates that are highly relevant to the agencies’ proposal would also be consistent with the recommendations that EPA provided to NHTSA as part of the interagency review of the Proposed Rule. As part of that interagency process, EPA recommended that NHTSA not use an average, but instead critically examine which studies are most likely to reflect rebound from fuel economy standards.\textsuperscript{658} And EPA explained that of the 18 studies (12 U.S. and 6 international) in the last decade, EPA identified two that most clearly meet its criteria: Hymel and Small (2015), which estimates a rebound effect of 4% to 18%, and Greene (2012), which estimates a rebound effect of 10%. As EPA explained, “recent U.S. aggregate, time series studies find a rebound effect lower than 20%.”\textsuperscript{659} The agencies should follow this more careful and accurate approach in analyzing the rebound effect in this Proposed Rule.

---

\textsuperscript{655} Id. at 170 (Table IV).

\textsuperscript{656} Meta-Analysis Guidelines 2016 Update at 8.

\textsuperscript{657} 77 Fed. Reg. at 62,924 (identifying criteria that led the agencies to put less emphasis on certain studies including those that measure the elasticity of demand for gasoline and studies of rebound outside the US).


\textsuperscript{659} Id.
addition, many of the peer reviewed papers that are discussed above but that are largely ignored by the agencies attempt to do just this.660 Using criteria to select for only high quality and relevant studies, these literature syntheses arrive at a common value of 10% for the long-run rebound effect. These consensus values are far below the 20% selected by the agencies in the Proposed Rule.

Two other approaches to meta-analysis discussed in EPA’s guidelines would not be optimal to estimate rebound:

**Weighted Average.** While not preferred, the agencies could develop an approach that weights studies by their quality and relevance to the policy context of the Proposed Rule (rebound caused by fuel efficiency increases in the U.S. during the 2020-2050 period). Lower-quality and less precise studies would be given less weight in line with our recommendations in these comments and so would have less influence over the weighted-average rebound value. However, it is not clear what weights would be appropriate for studies of different populations or of different types of effects. For this reason, using closely matched studies or a more sophisticated meta-regression would likely be preferable approaches to this type of meta-analysis.

**Structural Model.** Instead of relying on existing estimates of rebound in the academic literature, the agencies could build a structural model to estimate rebound, similar to how the agencies constructed models to estimate new vehicle sales and scrappage. For this approach to be valid, the agencies would have to be careful to avoid the structural and econometric criticisms raised throughout these comments. For example, the agencies would have to appropriately address the fact that VMT, including due to rebound, is simultaneously determined with fleet size. This type of approach would be a significant undertaking and should be subject to peer review and other validation.

660 Sorrell et al. (2009), at 1360-1361; Gillingham et al (2016), at 73-78.
D. The agencies’ rebound analysis is inconsistent with other parts of the Proposed Rule

In addition to the discussion above, the agencies’ use of a 20% rebound effect is arbitrary and capricious because the assumptions underlying that value are inconsistent with the agencies’ analysis regarding other issues in the Proposed Rule.

The Proposed Rule assumes both higher new vehicle costs associated with compliance with baseline standards and a higher rebound effect than were previously used when promulgating and evaluating the Clean Car Standards. However, higher new vehicle purchase prices for the same level of fuel efficiency should result in a reduction in the rebound effect. Specifically, higher vehicle purchase prices will increase the “capital cost income effect,” (the $C$ in the third component of the rebound effect defined in the introduction of this section (i.e., $\frac{\partial q}{\partial I} C$)). This will reduce (or even reverse) the level of rebound caused by the baseline standards attributable to the income and substitution effects. The agencies have wholly failed to acknowledge any relationship between increasing their assumptions about new vehicle prices under the baseline standards and, simultaneously, increasing estimates of rebound from the same level of fuel efficiency.

In addition, the agencies fail to acknowledge the inconsistency between their assumptions about rebound and their assumptions about, and costs attributable to, congestion. The agencies’ analysis concludes that the baseline standards will result in higher levels of congestion than would occur under the Proposed Rule.661 However, rising congestion over time should decrease the rebound effect.662 The agencies have ignored the relationship between congestion and rebound. The agencies’ assumptions that congestion (and its underlying costs) will increase under the baseline standards compared to the Propose Rule, without also changing the magnitude of the rebound effect under the baseline standards relative to the Proposed Rule is internally inconsistent.

Finally, the Proposed Rule is inconsistent in its modeling of short-run and long-run effects. Specifically, ignoring short and medium-run estimates of rebound is inconsistent with the agencies’ approach to other dynamic effects that change over time. For example, the agencies’ new vehicle sales model and scrappage model employ lagged variables in order to capture the shifts in behavior from short- to long-run.663

661 PRIA at 977-978
662 Hymel et al. (2010), at 1235.
663 PRIA at 949 (showing lagged variables in the sales model); id. at 1044 (showing lagged variables in the scrappage model).
VII. THE AGENCIES SHOULD NOT RELY ON THE SAFETY CONSEQUENCES OF MASS

The agencies claim that the impact of the baseline standards on vehicle mass justifies the Proposed Rule. According to the agencies, the baseline standards will cause manufacturers to reduce the weight of new cars and light trucks.664 In the agencies’ analysis, that weight reduction has the potential to increase the risk of injury for the occupants of those lighter vehicles.665 According to the agencies, under the baseline standards, the mass issue will lead to approximately 160-468666 of additional fatalities when compared to the Proposed Rule.667 And the agencies assert that the emissions reductions and lost fuel-savings that the Proposed Rule will cause are justified because of the safety concerns associated with this mass issue, along with the rebound and fleet composition concerns (addressed in Sections V and VI).668

The agencies’ reliance on the mass-related fatalities is flawed because as the agencies’ own analysis shows, there is no relationship between vehicle mass and safety. As the agencies explain, the effect of mass reductions in light duty vehicles is not statistically significant at the 95th percent confidence level.669 In other words, the effect of mass reduction on safety cannot be reliably distinguished from zero. Only once the agency calculates the impact at the 85th percent confidence level do the results for two out of the five categories of vehicles show any statistical significance.670 But anything lower than the 90th percent confidence interval is likely not reliable.671

Notably, the impact of mass is even less significant now than it was when the Clean Car Standards were issued. In 2012 and 2016, the agencies found minimal evidence of any relationship between mass and safety, and that evidence was statistically significant only at the

665 Id. at 43,067 (line 6).
666 Id. at 43,149-158; PRIA at 1411-1418. The agencies do not provide any information about the timeframe for this loss.
667 83 Fed. Reg. at 43,152 (estimating total fatalities attributed to mass from a rollback of the fuel efficiency standards); id. at 43,157 (estimating total fatalities attributed to mass from a rollback of the GHG emission standards).
668 Id. at 42,995.
669 Id. at 43,111.
670 Id. at 43,111.
90th confidence interval, which is weak evidence.\textsuperscript{672} Now the agencies are not even able to say that much. The fact that the mass effects are not statistically significant even at the 90th confidence interval now is consistent with the most recent literature on this topic. In a recent paper, Wenzel reviewed NHTSA’s data and concluded that the “effect of mass reduction while maintaining footprint on societal U.S. fatality risk is small, and not statistically significant at the 95\% or 90\% confidence level for all vehicle types.”\textsuperscript{673} According to the study, “[r]educing vehicle mass does not consistently increase risk across all footprint deciles for any combination of vehicle type and crash type.”\textsuperscript{674} In fact, after running a decline analysis, Wenzel finds that reducing mass increases safety more than decreases safety for the vast majority of crash and vehicle combinations:

Reducing vehicle mass does not consistently increase risk across all footprint deciles for any combination of vehicle type and crash type. Risk increases with decreasing mass in a majority of footprint deciles for only 6 of the 27 crash and vehicle combinations, but few of these increases are statistically significant. On the other hand, risk decreases with decreasing mass in a majority of footprint deciles for 16 of the 27 crash and vehicle combinations; in some cases these risk reductions are large and statistically significant. If reducing vehicle mass while maintaining footprint inherently leads to an increase in risk, the coefficients on mass reduction should be more consistently positive, and with a larger $R^2$, across the 27 vehicle/crash combinations, than shown in the analysis.\textsuperscript{675}

Wenzel found that the impact of mass was insignificant even as the weight of trucks has trended upwards over time.\textsuperscript{676}

Indeed, the research and analysis actually supports a conclusion that reducing mass improves safety if anything.\textsuperscript{677} For example, Bento et al. looked at impacts of CAFE standards on weight distribution and mean weight and found that pre-footprint standards actually decreased fatalities on net by reducing weight of vehicles (even as it spread out the distribution). Specifically, he found that pre-footprint regulations saved 393 lives nationally.\textsuperscript{678} Given that the agencies’ results showing fatalities associated with changes in vehicle mass due to the baseline standards are not statistically significant, Bento’s results are not outside the range of possibility even under NHTSA’s own analysis.

\textsuperscript{672} Draft TAR at 8-21, 8-22, 8-27 and 8-31; 77 Fed. Reg. at 62,747-48.
\textsuperscript{673} Wenzel (2018), at x.
\textsuperscript{674} Id. at v.
\textsuperscript{675} Id.
\textsuperscript{676} See 83 Fed. Reg. at 43,111-12 (describing trend upward trend in vehicle mass).
\textsuperscript{677} See, e.g., Wenzel (2018), at 110.
\textsuperscript{678} Bento et al, (2017), at 24-25.
Moreover, footprint-based standards were introduced in 2012 to mitigate the potential negative effects of decreasing the mass of vehicles (i.e., by creating crumple space). And when footprint is held fixed, “no judicious combination of mass reductions in the various classes of vehicles results in a statistically significant fatality increase and many potential combinations are safety-neutral as point estimates.”\(^\text{679}\) Similarly, a 2015 study by the National Academy of Sciences found that “a reduction in the weight of vehicles is not generally associated with greater societal safety risks” as long as the size mix of vehicles remains roughly the same.\(^\text{680}\) Similarly, in a 2013 study, Jacobsen found no evidence that footprint standards affect fatalities.\(^\text{681}\)

There may be several reasons other than the fact that standards are footprint-based, to explain the evidence showing that mass reductions do not affect safety.

First, other independent factors likely reduce the impact of mass on safety. For example, as the agencies concede, the “designs and materials of more recent model year vehicles may have weakened the historical statistical relationships between mass, size, and safety.”\(^\text{682}\) Additionally, fuel efficiency and safety ratings may be positively related via production decisions.\(^\text{683}\)

Second, recent work by Tolouei also supports the findings that narrowing the weight distribution of vehicles will save lives.\(^\text{684}\)

Third, as the National Academy of Sciences has explained, manufacturers will reduce mass “across all vehicle sizes, with proportionately more mass removed from heavier vehicles.”\(^\text{685}\) This decreases any negative effect that mass reductions would have on safety.\(^\text{686}\)

Due to this factor, in the 2016 Draft TAR, EPA analyzed the impact of mass by adding weight reduction constraints.\(^\text{687}\) Ignoring all of this research, the agencies’ current analysis applies mass

---

\(^{679}\) Wenzel (2018), at x.

\(^{680}\) NAS (2015), at 363-364 (finding 10.2); see also Anderson, et al. (2011), at 6-7 (concluding that “the impact of fuel economy standards on road safety is less clear. . . based on the available literature, it is difficult to draw definitive conclusions about the direction, let alone the magnitude, of the link between external accident costs and fuel economy regulations”).

\(^{681}\) Jacobsen (2013), at 2.

\(^{682}\) PRIA at 1333.

\(^{683}\) Chen & Run (2010), at 114.

\(^{684}\) Tolouei (2015), at 267.

\(^{685}\) NAS (2015), at 240.

\(^{686}\) Id.; Wenzel (2018), at 110.

\(^{687}\) Draft TAR at 8-58, 8-59.
reductions without regard to the size of the vehicle. 688 If nothing else, the agencies should use the same constraints that EPA used in the Draft TAR when analyzing the Proposed Rule.

As a last point, NHTSA had LBNL analyze its mass results and LBNL found that mass reductions may increase the number of accidents but that each crash results in fewer fatalities. 689 That unexpected result demonstrates that the agencies’ conclusions are incorrect.

As the evidence shows, there is no negative safety impact due to mass changes. EPA is on record reaching a similar conclusion. In 2017, EPA explained in the Final Determination that the fleet can absorb modest levels of mass reduction without any net increase in fatalities. 690 The agencies have failed to explain their changed conclusion now and have presented no new evidence that would justify the change. The agencies’ reliance on those fatalities despite their statistical insignificance is arbitrary and capricious.

VIII. THE AGENCIES’ EMPLOYMENT ANALYSIS IS INCOMPLETE

The agencies’ employment analysis does not provide any justification for the Proposed Rule either. The agencies introduce the Proposed Rule by explaining that the proposal follows the President’s promise to change the standards if they threaten automotive sector jobs. 691 But the actual analysis conducted by the agencies shows that this concern does not support the Proposed Repeal at all. To the contrary, according to the agencies’ own numbers, the Proposed Repeal would reduce auto-sector jobs due to the decision to eliminate the mandate to use fuel-efficient technologies, with 50 to 60 thousand jobs lost between 2020 and 2030. 692

The agencies’ jobs analysis is incomplete. In particular, the agencies’ analysis focuses on the automotive sector only and does not investigate the job losses in the long-term or with reference to other job sectors. 693 As even the agencies acknowledge, total economy-wide employment effects might be very different from those found within the regulated sector. 694 A proper methodology should thus look at the economy-wide effects, including all relevant general equilibrium channels. 695

688 See 83 Fed. Reg. at 43,113 (explaining how the agencies calculated fatalities as a function of mass without any discussion of footprint); id. at 43,110 (discussing correlation between mass and footprint but then arguing that correlation has decreased over time).
689 PRIA at 1336-1337.
690 Final Determination at 26-27.
692 Id. at 43,436-37 (Table VIII-39).
693 Id. at 43,078-79, 43,436.
694 Id. at 43,078-79.
695 In their annual reports on the costs and benefits of federal regulations, OMB has repeatedly advised agencies not to fall into the “pitfall” of ignoring long-run and economy-wide effects. See
Additionally, employment effects should be part of traditional cost-benefit analysis and should be conducted in a way that makes it easy for both decisionmakers and the public to assess how the employment effects compare to other effects of the proposed regulatory change. Therefore, instead of simply reporting the number of jobs affected, the agencies should focus on the associated welfare effects and use a recognized cost-benefit methodology to quantify the respective employment welfare impacts. 696

IX. THE AGENCIES’ EMISSIONS’ ANALYSIS IS INACCURATE AND INCOMPLETE

The agencies have inaccurately and incompletely quantified the increases in both greenhouse gas emissions and emissions of criteria and toxic pollutants that will result from the Proposed Rule. As detailed more thoroughly in our separate comments that were submitted jointly with other organizations on the social cost of greenhouse gases, 697 at least the following serious problems cause significant underestimates of the Proposed Rule’s health and welfare effects:

- The myriad modeling problems, especially with the rebound, scrappage, and sales modules, cause the agencies to underestimate the increase in fuel consumption—and so underestimate the increase in upstream and downstream emissions associated with fuel consumption—that will result from the proposed rollback.

- The agencies have assumed that 50% of the increase in fuel consumption from the Proposed Rule will be met by increased imports of refined gasoline, and that 45% will be met by increased domestic refining of imported crude oil. Yet the agencies arbitrarily ignore all upstream emissions associated with fuel production that occur abroad, even though all foreign emissions of greenhouse gases, and some foreign emissions of other pollutants, will have direct effects on the United States. Additionally, those assumptions on imports are completely inconsistent with other parts of the agencies’ model.

- The agencies overestimate upstream emissions from electric vehicles by arbitrarily applying a national average to upstream electricity emissions, instead of accounting for cleaner regional mixes.

- The agencies’ treatment of emissions associated with refueling trips is unclear, and so those emissions may be undercounted.

- The inconsistency between the total emissions tallies in the preliminary regulatory impact analysis and the draft environmental impact statement is unexplained.

Additionally, the agencies fixate on alleged on-road fatality effects while arbitrarily ignoring the mortalities, morbidities, and other welfare effects associated with emissions. The agencies

696 See Bartik (2012); Bartik (2015).
697 See https://policyintegrity.org/what-we-do/update/3190.
misleadingly tout figures on how many lives the Proposed Rule will allegedly save from traffic accidents, without assessing any of the real-world impacts from the increase in greenhouse gas emissions, criteria pollutant emissions, and toxic pollutant emissions, which will include: climate-related deaths and illnesses from excessive heat, excessive cold, extreme weather events, diarrhea, vector-borne diseases, food- and water-borne diseases, cardiovascular and respiratory effects, food scarcity, water scarcity, and conflict; as well as mortalities and morbidities from increases in particulate matter and other pollutants, including premature adult and infant mortality, acute bronchitis, respiratory emergency room visits, non-fatal heart attacks, asthma exacerbations, strokes, reproductive and developmental effects, cancer and genotoxicity effects, and work-loss days. In the entire Proposed Rule, ocean acidification—a major environmental impact from increased carbon dioxide emissions—is never mentioned, and a host of other climate- and pollution-related effects are arbitrarily omitted or given short shrift.

As our separate comments on the social cost of greenhouse gases explain, the agencies must more accurately and fully monetize climate damages by applying the Interagency Working Group’s estimates of the social cost of greenhouse gases. The agencies’ so-called “interim” estimates have manipulated and decimated the valuation of the full costs of climate damages in ways at odds with the best available science, the best practices for economic analysis, and the legal standards for rational decisionmaking. The “interim” values ignore the real costs of climate change by arbitrarily attempting to limit the valuation to purportedly domestic-only effects; by arbitrarily discounting future climate effects at a 7% discount rate that is inappropriate for long-term climate effects; and by arbitrarily failing to address uncertainty over catastrophic damages, tipping points, option value, and risk aversion.

X. MISSING DOCKET INFORMATION

Finally, we submitted comments flagging important information that was missing from the docket and so impeding public review. That information has still not been provided. The missing information frustrates the opportunity for meaningful public comment.

698 Carleton et al. (2018); Howard (2014); SAFE Rule Draft EIS at S-21.

699 SAFE Rule Draft EIS at S-9, 2-27, 4-24 (listing the human health and welfare impacts from the increased particulate matter emissions under the proposed rollbacks).
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