Executive Summary

When the government shares information, taxpayers benefit. When government agencies don’t work together there is a loss of efficiency that can affect the quality of social services.

Different social services programs, overseen by various federal agencies, often perform similar functions or have similar goals. There are many programs that distribute financial assistance to reduce poverty or homelessness, or administer services aimed at enhancing access to health care or education. These social services programs also often serve or interface with overlapping populations.

To save money and to improve outcomes, there are important steps that the Office of Management and Budget (OMB) should take to incentivize and facilitate better comparative evaluations of federal social services programs.

However, one of the main reasons that evaluations and comparisons are difficult is because of insufficient or incompatible data. Data from one program may not be compatible with data from another, or a program may not collect information that evaluators of that program or other programs would find useful.

Improving data collection and interoperability would enhance the government’s ability to evaluate the success of these programs, both individually and comparatively. These evaluations, in turn, can inform funding allocations to help better ensure that funds are spent where they return the greatest benefit.

Data interoperability refers to the compatibility between different data sets, often from different organizations or agencies. Data that is not collected to maximize sharing and data that is unable to be shared are deemed “not fully interoperable.” Improving interoperability therefore requires improving the processes of data collection that make sharing easier and the processes by which sharing is accomplished.

Given the difficulty of evaluating social services programs—their effectiveness and their cost-effectiveness—as well as their critical importance to the communities that they serve and the current economic climate, the time is right for OMB to address the interoperability issue head on. OMB should develop and implement a new data interoperability plan, with the twin goals of improving interagency data collection and data sharing practices.

There will be some obvious, although not insurmountable, challenges to this endeavor. The collection and sharing of certain types of data is restricted by statute. Also, data collection is resource intensive.

Even more challenging is that one agency won’t be eager to participate in an initiative that benefits another agency, which is likely the case here. That’s especially true when the benefits are derived over the long-term from reciprocal sharing or long-term use of the data.

Because of these challenges, addressing the interoperability issue will require strong leadership, cooperation, planning, and expertise.

This report describes the interoperability issue, discusses some of the relevant tools available to OMB, and recommends concrete steps OMB should undertake to improve interoperability among agencies and sub-agencies that administer social services programs. The report covers the following topics:
I. Improving Data Interoperability Would Allow for Better Comparative Evaluation of Social Services Programs. Recent Government Accountability Office (GAO) reports have highlighted the problems of overlapping programs and have also shown how incompatible data standards have affected social services programs that benefit the homeless. Examples collected by GAO combined with other secondary literature show that there are several barriers to data interoperability, including statutory and cultural barriers. However, fixing these data problems will allow for the overlapping programs to be evaluated comparatively and may also provide ancillary benefits, including increased program effectiveness.

II. There are Many Tools, Processes, Groups, and People that Could Be Enlisted To Improve Data Interoperability. Numerous processes, methods, individuals, and organizations could play potential roles in improving data interoperability. Examples include the Office of E-Government and the National Information Exchange Model.

III. OMB Should Demonstrate Leadership in Developing and Implementing a Detailed Plan for Improving Data Interoperability and Interagency Data Sharing. OMB has singular leverage that can be used to bring agencies together and coordinate their data collection and data sharing efforts. A data sharing process spearheaded by OMB should also be designed with an eye toward facilitating social science research; this includes research that is conducted by the agencies themselves, as well as outside research conducted by universities, state governments, and private actors.

Increasing data interoperability will allow OMB to comparatively evaluate social services programs better and lead to better funding allocations among overlapping social services programs.
Improving Data Interoperability Would Allow for Better Comparative Evaluations of Social Services Programs

Recent GAO reports have highlighted some of the problems that arise when social services programs serve overlapping populations. In addition to possible redundancies, these programs do not collect interoperable data that can be used to evaluate and compare programs. This Part discusses overlapping programs and the use of interoperable information, and then explains some of the challenges inherent in collecting this information, including misaligned incentives, statutory barriers, and institutional barriers.

Recent GAO Reports Demonstrate the Data Collection and Sharing Problems Among Social Services Programs, Especially Targeting Homelessness

Recently, the GAO released its second annual report on wasteful overlap between government programs. A recurring theme in both this report and last year’s report is that agencies are not sharing or collecting critical data. For instance, agencies providing services for low-income children are not collecting data that would be helpful in conducting program evaluations: officials at the Department of Education and the Department of Health and Human Services (HHS) did not know how many children, in total, were served by core programs performing early learning and child care services for children under 5 years of age; also, HHS does not keep track of how many working families receive child care directly funded by Temporary Assistance for Needy Families (TANF).

The number of social services programs also poses a challenge for government and academic researchers who attempt to gauge program effectiveness. For instance, GAO reported that there were 18 different programs that provided domestic food assistance, but concluded that 11 of those programs had not been studied well enough to determine whether they were succeeding at their missions.

Insufficient data collection, insufficient data sharing, and insufficient interoperability all operate in tandem to obstruct comparative program evaluations. In a separate report on programs affecting homelessness, GAO highlighted a clear example of how one agency’s methods for collecting data rendered that data incompatible with other agencies’ databases. The result was an incomplete and ill-formatted data set that was unusable for gauging program effectiveness. GAO also reported that homelessness data was not being kept accurately because different agencies used different definitions of ‘homeless’ and related terms, as well as different metrics for measuring those categories: the variations meant that “study findings are difficult to compile or compare.” GAO also found that the agencies were only retaining data that they considered necessary for their own institutional agenda. Additionally, as a result of data limitations, evaluative studies could only track either aggregate data or else very narrow populations, and therefore could offer only limited guidance on assessing what short- and long-term factors correlate with homelessness.

GAO concluded that there is a vast untapped potential that could come from coordinating all social services programs whose constituencies include homeless people—even programs that are primarily designed to perform other functions:
Federally-funded mainstream programs, whose primary purpose is to provide a range of services and funds to low-income households, often provide these services and funds to those who are experiencing or have experienced homelessness or to those defined as being at risk of becoming homeless. Thus, while homelessness is not the primary focus of these programs, data collected by them could be useful for understanding the nature of homelessness. Further, several researchers and advocates with whom we spoke noted that they could better understand the dynamics of homelessness if these programs collected individual client-level data on homelessness and housing status as part of their routine data collection activities.8

For example, several large programs—the Community Services Block Grant, the Social Services Block Grant, the Maternal and Child Health Block Grant, and the Children's Health Insurance Program (CHIP)—do not report on which or how many of their clients are experiencing homelessness.9 Additionally, even though many states report to HHS through TANF and Medicaid, only 28 states collect data on “indicators of homelessness.” Even among these states, however, the information is not collected “using consistent definitions.”10

In a follow-up report, GAO noted further that the U.S. Interagency Council on Homelessness had been “facilitating discussions . . . about the feasibility of creating a common data standard,” but noted that the various stakeholder agencies—for instance, those that provide health or housing related services—were having trouble collaborating.11 More robust and pointed efforts are required to coordinate the collection of data related to homelessness, and how that data should be disseminated and used to improve knowledge about the effectiveness of a multitude of government programs.

Social Services Programs that Serve the Same Constituencies Should Be Required to Collect Data That Will Enable Robust Comparative Program Evaluations

As with programs that directly or indirectly serve homeless populations, many other social services programs have interweaving functions or shared constituencies. For example, “federal investment in early learning and child care is . . . administered through 45 programs that provide or may support related services to children from birth through age 5, as well as five tax provisions that subsidize private expenditures in this area.”12

The above discussion focused on overlapping or potentially redundant programs. A related, yet analytically distinct, issue involves agencies that perform complementary functions. These agencies may assist the same constituencies in different ways, and yet their efforts and data collection practices are also insufficiently coordinated. The reasons for this have more to do with bureaucratic inertia than any deliberate aim to silo agency activity: “Structural and organizational lines have historically divided child welfare, education, and the courts, which makes collaboration and communication difficult in spite of shared concern over the education of children and youth.”13 As noted above, numerous social services programs including TANF and Medicaid collect data differently; usually with an eye toward gathering information that suits their own institutional needs at the time.14 Moreover, programs may feel as though they are prohibited from generating interoperable data because the data that they collect is statutorily mandated.15

It is widely acknowledged that insufficient information exists for robust evaluations of social services programs. The consensus among scholars is that “there is a paucity of data about the impact of public and private social programs, and the existing data are often unreliable.”16 Mismatches between agencies’ data collection and sharing practices undoubtedly contribute to the absence of quality data sets.

Debates over the success of Head Start, the early childhood education program, illustrate how attempts
to measure a program’s effectiveness are stymied when agencies fail to collect important data and when the data that is collected is incompatible across agencies.\textsuperscript{17} For instance, one researcher who collected his own data found that Head Start improved childhood outcomes in the long run.\textsuperscript{18} On the other hand, another researcher who surveyed relevant literature concluded that the program is ineffective, since benefits to children’s cognitive development that had been attributed to Head Start actually tend to fade over time. The author of that survey noted the prevalence of “measurement problems” that arose from data limitations.\textsuperscript{19} Even the test scores were not interoperable, in that they could not be compared against each other. These conflicting assessments of Head Start are just the tip of the iceberg, but they offer a glimpse of the inefficiencies and confusion that can result from poor data management.

**Better Data Collection and Sharing Would Enable More Robust Comparative Evaluations of Programs, Enhancing Their Efficacy and Cost-Effectiveness**

Data interoperability facilitates better evaluation of the effectiveness of social services programs.\textsuperscript{20} Data collection by multiple agencies is particularly important for social services programs because measuring social services program outputs is inherently challenging. Disaggregating the impacts of different social services programs, for instance, can be especially difficult.\textsuperscript{21} As one scholar put it, “Evaluation of these programs is particularly challenging because they address a wide diversity of problems and possible solutions, often include multiple agencies and clients, and change over time to meet shifting service needs.”\textsuperscript{22} In this context, cooperative data sharing between agencies is critical. It is also essential for comparative evaluations, so that OMB can make more informed decisions about budget allocations, and make allocations that maximize net benefits.

In addition to making programs easier to evaluate, more data sharing among agencies will have the ancillary benefit of improving how their respective programs function. When government agencies share data, staff develop and maintain working relationships. Such relationships can be one of a government official’s most important assets.\textsuperscript{23} According to GAO, agencies that use the same definition of homelessness, which in turn facilitates the collection of interoperable data, are more likely to coordinate their broader efforts to address homelessness.\textsuperscript{24} For instance, the McKinney-Vento Homeless Education Program in one state was able to collaborate with the state’s Head Start program because they used the same definition of homelessness as Head Start; however, that same education program was unable to coordinate certain efforts with HUD, on account of differences in terminology.\textsuperscript{25} Data sharing can also be used to help ensure that programs give benefits only to persons qualified to receive them. This is known as “program integrity.”\textsuperscript{26}

**Challenges to Improving Data Interoperability**

Despite the benefits of interoperability, agencies do not share data or ensure compatibility for several reasons. Three core reasons are: (1) currently, agencies and their staff are not well incentivized to work on data interoperability; (2) agencies lack the resources that the private sector employs to make data interoperable, such as the pay scales used to recruit and retain talented IT professionals; and (3) statutory and cultural barriers inhibit data interoperability.

*Currently, Agencies and Their Staff Are Not Well Incentivized to Ensure Data Interoperability*

Agency staff are not, at present, incentivized to expend resources to collect data that would primarily benefit or facilitate the evaluation of programs administered by other agencies. At a planning level, each agency is incentivized primarily to consider only their own returns; therefore they have little institutional reason to fully consider and account for program benefits that might be seen as “accruing” to other agencies, while their own agency fronts the costs.\textsuperscript{27} Although improved data sharing is likely to improve the cost-effectiveness of social programs overall, those cost-savings will likely be spread across agencies, with some agencies or programs coming out “losers” while others “winners.”\textsuperscript{28} Moreover, most agencies do not currently assign responsibility for ensuring data interoperability to one particular office or staff person. As a result, the negative repercussions of failing to achieve interoperability are limited from a
Agencies may even feel incentivized to keep data about their programs inaccessible or to not collect certain information at all. Agencies may feel this way because they see data control as leverage: “Agencies resist sharing information because information is a source of power and a symbol of their authority to make and implement decisions.” Similarly, agencies may worry that their data will be used against them by other agencies or outside researchers. Or, agencies may be concerned that sharing data will compromise the success of their own programs. The IRS, for instance, may be concerned that if taxpayers knew their tax information was going to be shared with other agencies, voluntary compliance would decrease.

**Agencies Lack Some of the Resources That Facilitate Data Interoperability in the Private Sector**

There are important differences between the government and the private sector that make it harder for government agencies to share data than for private sector firms, although interoperability is still a problem for private firms. The most important difference between the two types of organizations may be that the government has a harder time attracting and retaining talented IT professionals than the private sector. The problem in retaining talented IT professionals extends to the highest levels of leadership. And yet because devoting resources to interoperability runs counter to historical trends and entrenched agency cultures, consistent IT leadership will be critical to improving interoperability going forward.

Problems in government information systems also have a “unique scale and scope . . . that make it difficult to find and adapt best practices from elsewhere.” These problems are exacerbated by “the various political, issue, and budgetary cycles that repeatedly disrupt the long-run planning and implementation of projects.” Disruption in an agency’s data sharing leadership, such as that brought about by political changes or new budgetary cycles, raises special challenges; for this reason, progress on reforming government data systems can be very slow, at least at first. Large government data sharing initiatives may require several years before tangible progress is made. Such disruptions may make the rewards of data interoperability seem especially remote or far off in the future; this further discounts an agency’s perceived interest in committing resources to interoperability now.

The fact that many federally funded social services programs are actually implemented at the state level raises additional challenges. For instance, 56.8 percent of the federal funds that the State of Texas receives goes toward health and human services programs, including Medicaid, the State Children’s Insurance Program, the Special Supplement Nutrition Program for Women, Infants, and Children, and TANF. As noted above in the homelessness example, the fact that various federal programs are implemented by uncoordinated state agencies raises practical difficulties in collecting interoperable data. As described by the GAO, some states collect data on “indicators of homelessness,” but do “not collect this information using consistent definitions,” while others do not collect that data at all. The states’ varying approaches to implementing Head Start grants offers another example of how the lack of unity in program administration poses a barrier to measuring the comparative effectiveness of social services programs. Any plan to improve data interoperability must, therefore, duly consider the role of states in program implementation.

**Statutory and Cultural Barriers Inhibit Data Interoperability**

Statutory language may also pose a barrier to interagency data sharing. For instance, numerous laws prohibit agencies from sharing personally identifiable information. A prominent example is the Computer Matching Act or Privacy Act, 5 U.S.C. § 552a. This Act disallows information sharing between government agencies unless they create matching agreements that, among other things, stipulate the purpose of the match and establish procedures for notifying individuals if the data sharing may result in an adverse action against them, such as the discontinuation of a subsidy. However, there are several well-known exclusions in the Act that should be taken into consideration when pursuing an interoperability agenda. For instance, the Act only applies to personally identifiable information retrieved by an identifier,
does not limit so-called “routine” use of data, and provides no limitations on the data after they are disclosed to another agency.\textsuperscript{43}

Even where a statute does not create a direct barrier to data sharing,\textsuperscript{44} cultural barriers may inhibit sharing.\textsuperscript{45} For instance, the varying definitions of homelessness that inhibit agency collaboration in that policy area are, in part, the product of incongruous statutory mandates.\textsuperscript{46} In another example, there are 18 different food assistance programs, each of which was created by a separate statute; the statutes enacted different rules relating to data collection and, taken together, sometimes require states to collect the same information multiple times.\textsuperscript{47} When agencies are required by statute to think or act in different ways, they understandably experience difficulty coordinating their programs and data practices. These cultural barriers and misaligned incentives may arguably be more difficult to overcome than statutory barriers.\textsuperscript{48}

**Tools, Processes, Groups, and People that Could Be Enlisted to Improve Data Interoperability**

OMB’s role in budgeting and interagency coordination makes it especially well suited to address data interoperability. Moreover, the quality of OMB’s own work is impeded by lack of interoperability. Incomplete data results in inadequate and inaccurate economic analysis, including comparative analysis of programs that serve the same constituency. Given OMB’s mandate, OMB has both the authority and leverage to take the lead in solving the interoperability problem.

OMB already has recognized the critical need for more information to evaluate programs. In a memorandum encouraging data sharing, OMB Deputy Director for Management Jeffrey Zients and Office of Information and Regulatory Affairs (OIRA) Administrator Cass Sunstein acknowledged that “[t]he judicious use of accurate and reliable data plays a critical role in initiatives designed to increase the transparency and efficiency of Federal programs and to enhance our capacity to gauge program effectiveness.”\textsuperscript{49} Critically, Zients and Sunstein recognized that improved data sharing would result in “[m]ore informed research on public policy as a result of an increased number of theoretical and empirical studies that rigorously analyze, and augment the understanding of, Federal programs within government for the public at large.”\textsuperscript{50} Moreover, OMB is already “allocating funding for agencies that voluntarily demonstrate how their FY 2012 funding priorities are subjected to rigorous evaluation” and “working to eliminate programs that . . . are duplicative . . . .”\textsuperscript{51} Because increasing data interoperability is meant to allow for rigorous evaluation that, in turn, allows for more rational allocation of resources among overlapping programs, it fits squarely within OMB’s existing goals. Moreover, the Paperwork Reduction Act gives OMB express authority to centralize data sharing.\textsuperscript{52}

While OMB should take the reins in laying out a detailed plan for improving data interoperability, many of the mechanisms it should consider using or enlisting in its plan already exist. Some of these mechanisms may also shed light on potential pitfalls, or steps OMB would be better off not taking.

**Mechanisms Currently Under Direct OMB Control**

**Performance Improvement Council**

The Performance Improvement Council (PIC), established by the GPRA Modernization Act of 2010,\textsuperscript{53} “consists of Performance Improvement Officers [‘PIOs’] from the 24 [Chief Financial Officers Act of 1990] agencies and other agencies and is chaired by the Chief Performance Officer and Deputy Director for Management at OMB.”\textsuperscript{54} Both leadership roles are currently held by Jeffrey Zients.

PIC is tasked with setting “Cross-Agency” goals and “Management” goals, collectively known as “Federal Priority Goals”\textsuperscript{55} and encourages agencies to set their own “Agency Priority Goals.”\textsuperscript{56} These goals are posted on performance.gov, and agencies are required to make quarterly progress reports to OMB on both types of goals.\textsuperscript{57} Several of these goals evoke interoperability concerns, but are conceptually distinct. Examples include goals related to cybersecurity, improper payments, data center consolidation, and closing skills gaps.\textsuperscript{58} Zients has also made commitments to fix large-scale IT management, which is
primarily about acquiring IT and moving to cloud storage.\textsuperscript{59}

\textbf{OIRA}

OIRA was created by the Paperwork Reduction Act of 1980 to review and limit paperwork burdens placed on private parties by the federal government.\textsuperscript{60} But since 1981, OIRA has been known primarily for its role in reviewing federal regulations for proper cost benefit analysis and conformity with Presidential priorities.\textsuperscript{61} However, OIRA has also undertaken a coordinating role for agency regulatory activities as well.\textsuperscript{62}

OIRA's oversight mechanisms are not designed with data sharing issues in mind, but due to the office's coordination function, OIRA personnel have significant expertise and influence on areas that may overlap with data sharing goals. OIRA is home to the Chief Statistician and the OIRA Branch Chief for Information Policy, both of whom have been at least peripherally involved in discussions dealing with agency data problems.\textsuperscript{63} The OIRA Administrator also has the informal ability to increase data sharing because he or she can convene regulatory working groups. For example, former Administrator Sally Katzen convened a task force that looked at data sharing issues.\textsuperscript{64}

\textbf{Office of E-Government}

The E-Government Act imbued the OMB's Chief Information Office with statutory authority to provide leadership on IT spending in the federal government.\textsuperscript{65} The Act also created the Office of E-Government and the E-Government Fund. However, the Office of E-Government, as currently organized, does not seem to be prioritizing the interoperability problem. For instance, its E-Government Fund\textsuperscript{66} seems to be used primarily to support transparency programs like Data.gov, Performance.gov and USASpending.gov.\textsuperscript{67} Although the Office of E-Government's focus on transparency may not make it the best home for an interoperability project, its IT knowledge and placement within OMB may prove helpful in a larger interoperability initiative, as discussed below Section III.

\textbf{Agency Chief Information Officers}

The Clinger-Cohen Act of 1996 required each agency to designate a Chief Information Officer (CIO).\textsuperscript{68} CIOs have direct responsibility for, among, other things "carrying out the agency's information resources management activities to improve agency productivity, efficiency, and effectiveness."\textsuperscript{69} CIOs therefore are likely to have a great deal of knowledge about information technology currently being used by the government. That said, most CIOs have not focused on interoperability. According to GAO, CIOs are "not consistently responsible for all of the 13 areas assigned by statute or identified as critical to effective IT management;" they focus more on IT management than on procedures for collecting and disseminating agency data.\textsuperscript{70} Moreover, the role any CIO could play in a long-term interoperability project is limited by their job tenure, which on average lasts only 25 months.\textsuperscript{71} Given these factors, as well as OMB's statutory mandate, OMB is much better suited to lead a multi-agency data coordination effort than any particular agency's CIO.

\textbf{The National Information Exchange Model}

The National Information Exchange Model (NIEM) functions in a way most similar to the blueprint recommended below, in Section III. OMB has recommended that more agencies adopt NIEM, and it is being used by the agencies with greater frequency.\textsuperscript{72}

The first part of the NIEM process involves creating an Information Exchange Package Documentation (IEPD). An IEPD is "[a] collection of artifacts that define and describe the structure and content of an information exchange."\textsuperscript{73} IEPDs are created by conducting a business analysis and requirements review, mapping the data sources among those who want to share information, testing the IEPD, reviewing it, publishing it, and implementing it.\textsuperscript{74}

The IEPD is then used to format an Information Exchange Packet (IEP), which is the actual exchange of
information, including information populated from the source database. The value of NIEM is that it offers a prepackaged way to make data interoperable and also scales well, so agencies using NIEM would not have to reinvent the wheel in developing processes for enabling data interoperability.

The DATA Act

Legislators have also been working on implementing new models of data sharing. One of the major legislative initiatives currently being considered is the DATA Act of 2011. The Data Act was introduced in the House of Representatives by Representative Darrell Issa and in the Senate by Senator Mark Warner. If enacted, the Act would create a new independent body entitled the Federal Accountability and Spending Transparency Board (FASTB), whose purpose would be to facilitate greater consistency in data policy across administrations. The FASTB would collect information about federal spending on data projects; it would also have authority to audit and conduct oversight of government programs to determine if there is waste, fraud, or abuse. The DATA Act would further require anyone other than an individual person who receives federal funds over $100,000 to report all receipts and all agencies to report all expenditures to FASTB.

Computer Languages

Recently, Congress has been promoting the use of standardized computer languages across the federal government. For instance, several draft bills have included language that would require or encourage government agencies to use eXtensible Business Reporting Language (XBRL). The DATA Act, for instance, would require reporting entities to use uniform data standards and to use XBRL as much as possible. However, XBRL may not be the best data language for all situations because it was originally designed to be used for financial data.

Agency Terminology

As discussed in Section I, differences in agency terminology create an additional barrier to coordinating data collection and data sharing. These divergences may arise from contradictory statutory mandates, or longstanding agency practice. To improve interoperability across the federal government, steps should be taken to harmonize agencies’ working definitions of “homelessness” and other terms. Similar efforts should be made to harmonize terminology across the states, since the states are often responsible for implementing federally-funded social services programs.

OMB Leadership

OMB has singular leverage that can be used to bring human services agencies together and coordinate their data collection and data sharing efforts. Data sharing procedures should also be designed with an eye toward facilitating social science research that is conducted outside the federal government, by universities, state governments, or private actors. In developing its plan, OMB should consider all of the above mentioned procedures, mechanisms, and people.

A Three Phase Approach

Policy Integrity recommends that OMB create an overarching “enterprise architecture” that will ensure that the data necessary for conducting robust evaluations of social services programs is (a) collected by agencies in the first instance and (b) made available to other agencies and to outside researchers. The enterprise architecture would be developed in three phases. First, OMB should determine what data it needs by consulting with leading researchers who study social services programs. Second, OMB should engage in a governance process, in which key players meet and discuss how their data is currently collected, stored, and shared, how they could work toward the targets created through consultation with the researchers, and what resources they would need to meet those targets. Third, the information should be analyzed and synthesized to produce an enterprise architecture, to serve as a “blueprint[.]”
for systematically and completely defining an organization's current (baseline) or desired (target) environment."

In the first phase, OMB will investigate the underlying problem to determine where the data gaps are and how data could be better collected and shared. To this end, OMB should consult with agency officials, as well as leading researchers who study social services programs and their effectiveness. By learning what the researchers know—or, more precisely, what information they would like to know—OMB can better understand the nature of the data collection and sharing problem and how to solve it. OMB can use various methods to select specific academic researchers or research institutions to consult. For instance, OMB could make selections based on its own relationships with researchers, or it could request candidates from a scientific organization like the National Research Council.

In the second phase, OMB should convene a governance body to design a blueprint for its interoperability initiative. This body should be composed of a variety of experts, including academic researchers, IT personnel, OMB staff who perform cost-benefit analysis, and the heads of the social services programs that are the focus of the interoperability agenda. For certain planning functions, this body may need to be subdivided into "portfolios" who can then report back to the larger group. The breakout portfolios should be based around the various social services programs—their functions and their constituencies. Agencies may find this kind of analysis useful, and having an early output—for example, a map of program functions—could create goodwill toward OMB's longer-term goal of improving data collection and sharing.

It will be important to invite representatives of numerous interest groups and government programs to participate in this governance process. First, data interoperability cannot be solely an IT-driven process. IT specialists may not understand the agency’s resource limitations as well as other agency staff, and may not understand the research needs as well as the researchers do. Among other interests that could be represented in the governance process are representatives of privacy interests and representatives of social service advocacy groups. It is also critically important for any interoperability project to have buy-in from agency leadership, to ensure the architecture will be integrated into an agency’s existing processes. Key agency participants will include personnel who have end-to-end knowledge of how social service programs function, as well as those who are familiar with the agency’s research arm and data management department.

Since “the federal government has given states far greater power to administer programs for children and families,” it will also be important to include state representatives in the project design process. Despite the challenges of coordinating data collection among all fifty states, the federal government has several tools available to help bring states into the interoperability fold. In some policy areas, OMB has express statutory authority to “designate standard data elements” for information that is required to be reported. In the alternative, agencies can use their rulemaking authority to create regulatory mandates for data collection. For instance, as a condition of federal funding, the Administration for Children and Families (ACF) requires states to collect specific data on children who are adopted or placed in foster care through the hands of the state. Through congressional appropriations, ACF has also been able to provide states with grant money to create statewide automated child welfare information systems. Perhaps the easiest way, however, for OMB to compel states to start collecting specified information in specified formats would be to include detailed data requirements in grant agreements. OMB should analyze and consider all of its options for requiring or incentivizing methods of data collection, doing so with input from those who are responsible for implementing programs on the ground.

In the third phase of this project, the information gathered by the leadership board would be compiled into a new database system—technically referred to as an “enterprise architecture”—together with a timeline for implementing the new interoperability agenda. By this point, OMB will be fully aware of which agencies and sub-agencies are best positioned to collect the data that analysts and researchers need to conduct more robust evaluations of social services programs. OMB will have brought together enough
expertise—technical and substantive—to know what data needs to be collected, by whom, and how that data can be made interoperable. Finally, using its leadership position within the federal government, OMB will be able to ensure that new interoperability policies are put into practice on the federal, state, and local level.

Conclusion

America’s oil reserves represent a massive asset. Wise management of this resource can lead to billions of dollars in revenue. Many federally-funded social services programs have similar goals and serve overlapping communities. This creates special challenges for researchers and analysts interested in assessing the efficacy and cost-effectiveness of individual programs. Such evaluations are critical for ensuring that taxpayer dollars are allocated to programs that generate the largest net benefits. The time is right, and the economic climate demands, a new interagency data collection and data sharing initiative. The initiative should ensure that the data necessary for conducting robust comparative evaluations is collected at the source, by those responsible for implementing social services programs. That data must be made interoperable, so that it can be shared across agencies and with outside researchers, in a uniform terminology. For a variety of reasons, including its statutory authority, technical expertise, and budgeting leverage, OMB is in the best position to lead this much-needed cross-agency initiative.
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