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Abstract

Nitrogen oxides (NOx) are a precursor to ground-level ozone, a pernicious pollutant that

is harmful to human health and ecosystems. Despite decades of regulations and a precipitous

decline in NOx emissions, episodic high-ozone events prevent many areas from attaining air

quality standards. Theoretically, spatially or temporally differentiated emissions prices could be

more cost effective at reducing such events than a uniform price. To test this prediction, with

data from EPA and NOAA spanning 2001–2019, we use novel empirical strategies to estimate

(1) the link between hourly emissions and high-ozone events and (2) hourly marginal abatement

costs. These estimates form the basis for simulations that compare uniform and differentiated

emissions pricing. Consistent with economic theory, differentiated pricing is substantially more

cost effective at reducing high-ozone events, but this advantage depends on the accuracy of the

estimated NOx–ozone relationship.
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1 Introduction

Ground-level ozone harms human health and the environment. Emissions of nitrogen oxides (NOx)

and volatile organic compounds (VOCs) cause ground-level ozone, and decades of regulating these

emissions from electricity generators, industrial facilities, vehicles, and other sources has dramat-

ically reduced ozone levels in much of the United States. The Environmental Protection Agency

(EPA) assesses attainment with ozone standards based on not average ozone levels but the fre-

quency of ozone exceedance events, defined as an eight-hour period over which the average ozone

concentration exceeds 70 parts per billion (ppb). Despite reductions in average ozone levels and

the frequency of exceedances, many regions, including areas inhabited by 37 million residents of

the northeastern United States, fail to attain current ozone standards.1

EPA has been considering options to help states reduce exceedances and achieve the ozone

standards. Currently, EPA enforces annual and summer (May–September) NOx emissions caps

for electricity and large industrial sources in the eastern United States. Regulated sources retire

allowances according to their NOx emissions. Standard economic theory indicates that a uniform

price, which does not depend on the location or time of emissions, is the efficient policy for a global

or uniformly mixed pollutant, such as carbon dioxide. However, economic theory also indicates

that a uniform NOx price may not be cost effective. The effect of NOx emissions on high-ozone

events (which we define as hours in which ozone concentration exceeds 70 ppb) varies over space and

time depending on VOCs, temperature, and sunlight. For example, high ambient air temperature

exacerbates the marginal effect of NOx emissions on the probability of an event. Consequently, a

temporally or spatially varying emissions price that accounts for variation of the marginal effects

of NOx emissions could be more efficient at reducing events, and in this context, EPA may seek

alternatives to continuing to tighten uniform caps.

However, as Fowlie and N. Muller (2019) point out, for such a differentiated pricing policy, the

regulator must commit in advance to trading rules that depend on the forecasted marginal effects.

The cost savings of a differentiated price depend on forecast accuracy and emissions abatement

costs; if forecasts are sufficiently inaccurate, a uniform price could be less costly.

Motivated by this theory, we consider an alternative to tightening existing emissions caps: a

differentiated NOx emissions price that varies according to the hourly and region-specific propensity

to cause high-ozone events. We ask whether a spatially and temporally differentiated price would

be more cost effective than tightening the emissions caps.

Comparing these two types of policies requires estimating (1) the spatially and temporally

varying relationship between NOx emissions and high-ozone events and (2) marginal abatement

costs. We implement novel empirical strategies to estimate both. We assemble data on emissions,

ozone concentrations, temperature, and allowance prices from the annual and seasonal cap-and-

trade programs. The analysis focuses on the Northeast and mid-Atlantic, which have experienced

some of the highest ozone levels in the eastern United States. Our primary data sources are the

1Source: EPA Greenbook. The number in the text reflects populations of nonattainment counties in Connecticut,
Delaware, District of Columbia, Maryland, New Jersey, New York, Pennsylvania, and Virginia.
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EPA Continuous Emissions Monitoring System (CEMS) for hourly unit-level emissions, generation,

and fuel consumption at fossil fuel-fired electricity generators; the EPA Air Quality System (AQS)

for hourly ozone concentrations; the National Oceanic and Atmospheric Administration (NOAA)

Integrated Surface Database (ISD) for hourly meteorological data; and EPA for monthly NOx

allowance prices. Our combined data set includes hourly observations from 2001 to 2019 (except

for the allowance prices, which vary monthly).

We use the emissions, ozone concentrations, and meteorological data to estimate the effect of

NOx emissions on high-ozone events, allowing this effect to vary across three subregions within the

Northeast, hour of the day, and 5-year subperiods between 2001 and 2019. The key explanatory

variable is hourly NOx emissions across fossil-fuel-fired generators within 100 miles of each ozone

monitor. The dependent variable is an indicator equal to 1 for a high-ozone event, meaning that

the hourly concentration exceeds 70 ppb at a given monitor.2 We use the indicator variable rather

than the level of ozone because an area’s compliance with the air quality standard is evaluated

based on the number of days on which ozone levels exceed the threshold.

A challenge to estimating the effect of emissions on high-ozone events is that ozone levels

also depend on other factors, such as vehicle and industrial facility emissions. To account for

the endogeneity of electricity generator emissions, we follow Johnsen, Lariviere, and Wolff (2019)

and instrument for emissions using the generator operation computational model from Linn and

McCormack (2019). Temporal variation in coal prices, natural gas prices, and electricity demand,

combined with cross-sectional variation in generator fuel type and efficiency, creates rich variation

in the instrument. It is a strong predictor of observed emissions because the model accurately

predicts hourly generation levels. As in Johnsen, Lariviere, and Wolff (2019), the validity of the

instrument rests on the assumption that spatial variation in generator fuel types and marginal costs

is uncorrelated with omitted variables (that is, somewhat analogous to a Bartik-style instrument).

Across subregions, we find fairly consistent patterns in the relationship between NOx emissions

and high-ozone events. Emissions during late-afternoon hours have the largest effect on ozone levels;

early morning emissions affect ozone levels by only about one-third as much. For all hours, the

estimated effects are statistically significant at the 1 percent level. The effects vary relatively

little across the subregions but vary by factors of 3–4 across 5-year subperiods. The hour-of-day

variation is more stable across 5-year subperiods than the spatial variation is, which demonstrates

the importance of considering temporal variation.

Next, we estimate a marginal abatement cost curve for each subregion. The three subregions

we focus on faced seasonal emissions prices under the Cross State Air Pollution Rule (CSAPR). A

region’s cost curve is the marginal cost of reducing emissions across all generators in the regulated

portion of the subregion. We define abatement relative to a counterfactual baseline that has an

emissions price of $0.
Existing models of NOx emissions abatement, such as the EPA Integrated Planning Model,

2Using the hourly concentration rather than the eight-hour average simplifies the analysis. Section 4 provides
further explanation for the rationale for these measures of emissions and high-ozone events.
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characterize investments in abatement equipment. For example, these models estimate investment

in technologies such as low-NOx burners, which reduce temperature and NOx formation in the

power plant’s boiler. However, a spatially or temporally differentiated price could affect emissions

through other mechanisms. For example, a power plant operator facing a time-varying price may

adjust boiler operation to reduce its emissions during periods of the day when the price is high.

A price increase may also affect generator use, causing a shift from high- to low-emitting sources.

Consequently, relying on conventional models to characterize abatement could omit some of the

response to a time-varying price.

To avoid these limitations, we take a reduced-form approach to estimate marginal abatement

costs by regressing the hourly average NOx emissions rate in a subregion on the monthly NOx

allowance price, allowing the price coefficient to vary by subregion and hour of the day. The

price coefficients include responses of generator operation and dispatch. We estimate each region’s

marginal abatement costs under two assumptions: costs are linear in the level of abatement, and

all firms choose levels of abatement such that marginal costs equal the permit price. Under these

assumptions, we can infer the slope of marginal abatement cost curves for each hour of the day and

subregion using the coefficient estimates from our regressions; costs vary somewhat across hours of

the day and significantly across subregions.

Using the estimated NOx–ozone relationship and marginal abatement costs, we compare a

uniform price and one that varies across hours and subregions in accordance with the estimated

effect of emissions on high-ozone events. We simulate the effect of either price on emissions, the

attendant effect on high-ozone events, and generators’ abatement costs. To facilitate comparison,

we calibrate both prices to achieve the same predicted reduction in event frequency.

The regulator announces the differentiated and uniform prices before generator operation.

Because the regulator must set the prices in advance, the differentiated price may be less cost

effective than the uniform price if the NOx–ozone relationship is different from expectations when

the prices are chosen. To examine the effect of imprecisely set prices, we define two differentiated

prices: an ex ante price, which is based on information before the implementation of the policy

about the statistical NOx–ozone relationship, and an ex post price, which is based on updated, and

therefore more accurate, information about that relationship. We find that both prices are 15–21

percent less costly than the uniform price in reducing the occurrence of high-ozone events.

This paper contributes to literature examining differentiated environmental taxes (Nicholas Z

Muller (2012), Fowlie and N. Muller (2019)) that stems from the foundational literature on market-

based regulation (e.g., William J Baumol et al. (1988), Montgomery (1972), Tietenberg (1990)).

Fowlie and N. Muller (2019) show that a spatially differentiated tax for addressing heterogeneous

damages welfare dominates a uniform tax in the presence of perfect information; under uncer-

tainty, the gains are ambiguous. This area of research has often focused on spatially heterogeneous

damages. Important distinctions of our analysis are that we consider both temporal and spatial

variation (Fowlie and N. Muller (2019) consider only spatial) and that our variation pertains to

marginal effects of a precursor pollutant rather than variation in damages. Our results also differ
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from Fowlie and N. Muller (2019) in that we find evidence that the spatially and temporally differ-

entiated emissions prices outperform the uniform prices. Our differing results are explained by our

estimation of larger temporal than spatial variation in the effects of emissions on high-ozone events,

as well as the relative stability of the temporal patterns across years, which reduces prediction error.

These results cause the temporally differentiated price to outperform the uniform price.3

We also contribute to literature on the statistical relationship between NOx and tropospheric

ozone levels (e.g., Xiao, Cohan, Byun, and Ngan (2010) and Grewe, Dahlmann, Matthes, and

Steinbrecht (2012)). We are not aware of other papers in this literature that address the endogeneity

of observed NOx emissions using an instrumental variables strategy. Our results confirm findings

in the literature of a complex and nonlinear relationship between NOx emissions and high-ozone

events, which poses a challenge to policy makers: differentiated prices are only cost-effective if

the predicted relationship used to inform the policy is sufficiently accurate. A distinction between

our analysis and most of the literature is that we consider how the NOx–ozone relationship has

varied over the period in which NOx emissions decreased dramatically, complementing research

that examines the value of improvements in air quality during the same period (e.g., Stephen P

Holland, Erin T Mansur, Nicholas Z Muller, and Andrew J Yates (2020)).

We estimate marginal costs of abatement using econometric methods. These estimates further

highlight the distinction between economic abatement costs and estimates that rely on engineering

data (e.g., Linn and McCormack (2019) and Fowlie and N. Muller (2019)). The advantage of the

econometric approach is that abatement costs reflect observed rather than predicted behavior and

include a large range of choices plant operators have in reducing emissions. A limitation of our

approach is that our estimates reflect short-run costs. This approach is appropriate because we

are interested in understanding short-run responses to a dynamic price that varies by the hour

and is announced a short period ahead. However, this approach cannot give insight into long-

run responses to a differentiated price, which could include installing abatement equipment or

closing plants. Nonetheless, the econometric approach may be useful in other policy contexts in

which short-run abatement costs vary temporally or spatially. For example, NOx and sulfur dioxide

(SO2) emissions contribute to fine particulates, which are linked to a wide range of health problems.

Estimating short-run marginal abatement costs for NOx and SO2 could be useful for evaluating

the near-term effects of policies aiming to reduce ambient levels of particulates.

Finally, our results pertain to the engineering literature estimating the costs of reducing NOx

and ozone. Our policy simulations imply that, as a result of a differentiated tax, power plant op-

erations would be adjusted to reduce NOx emissions, thereby averting high-ozone events. The idea

of dynamically managing the dispatch of electric generation units to avert harmful pollution events

has been considered by EPA and explored in the power sector and engineering literature. Couzo

et al. (2016) simulated the effects of the early shutdown of power plants on ozone concentrations

3Our paper also differs from Fowlie and N. Muller (2019) in that we evaluate the cost-effectiveness of policies
that achieve a common environmental outcome, whereas they characterize optimal Pigouvian taxes. Our approach is
motivated by the structure of the air quality standards and that, by statute, the standards are set without considering
costs; consequently, the standards need not be set at the economically efficient level.
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in seven geographic regions, focusing on two study days in which concentrations were relatively

high. They confirm that reducing or eliminating NOx emissions from individual generation units

can reduce ozone concentrations. Luo, Johnson, and Garcia-Menendez (2021) internalize spatially

and temporally varying damages from NOx and SO2 through the formation of fine particulates into

a unit commitment model of the Texas electricity system. By incorporating these costs into the

dispatch order of generation units, dispatch is adjusted to minimize total (generation and health)

costs. Our paper complements this literature by using econometric estimates of the NOx–ozone

relationship and abatement costs rather than computational models.

2 Background

This section provides an overview of ozone formation and regulatory history.

2.1 Overview of Ozone Formation, Health Effects, and Emissions Trading Pro-

grams

Tropospheric, or ground-level, ozone has been linked to mortality and morbidity (see, e.g., M. L.

Bell et al. (2007), Ito, De Leon, and Lippmann (2005)) and harms plant life (see, e.g., Ashmore, J.

Bell, and Treshow (2002), Davison and Barnes (1998)). NOx and VOCs are the primary ingredients

that react with the air to form ozone. Although the process is highly complex, in broad terms,

ozone formation occurs in two “regimes”: NOx sensitive, in which an additional amount of NOx

in the atmosphere is a likely contributor, and NOx limited, in which ozone formation depends less

on the additional NOx emissions and more on the additional VOC emissions. Which regime a

particular mass of air belongs to depends on the ratio of NOx to VOCs and other factors, including

the composition of the particular species of VOCs present and meteorological conditions. Sunshine

and high temperatures are the most important meteorological factors conducive to ozone formation;

low wind speeds and low relative humidity are also associated with higher ozone concentrations

(Sillman (1999), Blaszczak (1999)).

The Clean Air Act requires EPA to set air quality standards to protect public health and

welfare. These National Ambient Air Quality Standards (NAAQS) for ozone have existed since

1971. Standards have been subject to periodic revision since, and current standards require that

the three-year average of the year’s fourth-highest eight-hour moving average concentration not

exceed 70 ppb (Brown, Bowman, et al. (2013)).

That ozone pollution is increasingly harmful at higher levels of concentration underlies the

form of the standards; 70 ppb is the concentration level that EPA has determined is necessary to

protect human health and welfare. Periods of high ozone concentrations tend to be sporadic (hence

averaging across years) and short lived, approximately 3.5 hours on average (hence averaging across

hours).4 The structure of the ozone standard motivates our focus on high-ozone events, because

the more frequent they are, the more likely an area is to fail to attain the NAAQS.

4In our 19-year sample, the median and mean durations of concentrations greater than 70 ppb are 3 and 3.5 hours.
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After setting the NAAQS, EPA requires states to submit plans and implement programs for

meeting (“attaining”) them. State plans typically include strict NOx emissions permitting re-

quirements for businesses in the states. However, power plants emit NOx from smokestacks, and

prevailing winds may cause pollution to contribute to ozone levels hundreds of miles away. Many

states have had trouble achieving the ozone NAAQS because they are downwind from such emis-

sions in other states. Accordingly, the “good neighbor provision” of the Clean Air Act also requires

that states reduce emissions that contribute to nonattainment in other states.5

Besides overseeing state plans, the Clean Air Act requires EPA to develop backstop federal

programs for achieving attainment if state programs are deemed insufficient. CSAPR caps NOx

emissions from much of the eastern half of the United States, particularly in states where emissions

contribute to ozone nonattainment in other states.6 An important feature is that firms must retire

allowances to cover their total annual or seasonal emissions. Allowances can be traded, which

results in a uniform market price that does not depend on how much those emissions contribute

to ozone formation. (EPA also administers SO2 trading programs to address cross-state pollution;

these emissions caps have not been binding in recent years, and they are not the focus of this

paper.) EPA finalized the CSAPR NOx trading program and set state-level emissions budgets

(i.e., caps) in 2011 and updated the budgets several times since. The most recent update tightened

emissions caps for 12 of the 22 states subject to NOx budgets, including Maryland, Pennsylvania,

New Jersey, and New York, which are areas of focus in this paper.7

2.2 Policy Framework

We are interested in whether a temporally and spatially differentiated price would be more cost

effective at reducing high-ozone events than a uniform price, such as the one that results from

the state NOx budgets under CSAPR. This focus is motivated by the choice EPA faces: to help

states achieve the ozone NAAQS, it could continue tightening NOx caps, which would increase the

uniform allowance price (all else equal) or implement a price that is allowed to vary in proportion

to the contribution of NOx emissions to ozone formation.

Such a differentiated price could be implemented in several ways. One approach would be to

introduce trading ratios, which would allow that one ton of NOx to be worth more or less than

one allowance for compliance purposes depending on when and where it was emitted. For example,

suppose that one ton of NOx emitted near Baltimore, Maryland is twice as likely to cause a high-

5Our analysis focuses on geographically local effects of NOx emissions on ozone formation and does not model
the effects of drifting over long distances, despite the negative health effects of the latter, as recognized by EPA in
designing regulations. A cost-effective policy for reducing high-ozone events may involve reducing NOx emissions that
would be likely to form ozone many miles and hours away. Our results nevertheless demonstrate the importance of
local NOx emissions in reducing events. More carefully measuring the nonlocal effects of NOx emissions, and policies
for mitigating events that they cause, is an interesting avenue for future research.

6The program includes Texas, Oklahoma, Kansas, Nebraska, and all states to the east except Florida and the New
England states.

7The 12 states for which the caps were tightened are Illinois, Indiana, Kentucky, Louisiana, Maryland, Michigan,
New Jersey, New York, Ohio, Pennsylvania, Virginia, and West Virginia.
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ozone event at 3 pm than 6 pm. A trading ratio could require that a firm submit two allowances

per ton at 3 pm but only one at 6 pm. Alternatively, EPA could replace the emissions caps with

an emissions price that varies in proportion to the marginal effect on events. We abstract from

further implementation details and include a brief discussion of implementation in the conclusion.

According to economic theory, a spatially or temporally differentiated price would be more cost

effective at achieving attainment under two conditions: (1) the contributions of NOx emissions to

nonattainment vary over space or time; and (2) the regulator can accurately predict the variation.

If the first condition does not hold, the differentiated price would offer no advantage.

Fowlie and N. Muller (2019) discuss the second condition in the context of a spatially differ-

entiated price, and the same argument applies temporally. If temporal variation, such as diurnal

patterns in the marginal effect of NOx emissions, can be predicted, the regulator can create clear

rules for how the price would change. However, significant prediction error would undermine the

advantage of the differentiated price. For example, suppose that based on modeling analysis per-

formed at a particular time, EPA believes that emissions contribute more to nonattainment at 3

pm than 6 pm and sets trading ratios accordingly. The resulting price would cause more emissions

abatement at 3 pm than would a uniform price (holding marginal abatement costs and electric

generation fixed across hours). However, EPA would have had to make assumptions about atmo-

spheric conditions and other factors to perform its modeling analysis. Suppose, for the sake of

argument, that those assumptions prove inaccurate and 3 pm and 6 pm emissions actually have the

same effect. The differentiated price would cause more abatement at 3 pm than is cost-effective.

A final consideration in comparing differentiated and uniform prices is that marginal abatement

costs also vary by location, time of day, and generation technology. The generation mix depends

on which technologies (e.g., coal, natural gas, or renewable energy resources) the system contains

and how much demand needs to be met. If it is relatively inexpensive to shift generation to

cleaner-burning generators, then these costs will be relatively low. This variation will affect the

cost-effectiveness of a differentiated tax relative to a uniform one (Fowlie and N. Muller (2019)).

This discussion motivates the two empirical questions we address in this paper, which inform

the policy analysis that follows. First, to what extent do the effects of NOx emissions on high-

ozone events vary by geography and time of day, and how accurately can those effects be predicted?

Second, how do marginal abatement costs vary by geography and time of day? After answering

these questions, we can assess whether a temporally differentiated price is more cost effective than

a uniform price at reducing high-ozone events.

3 Data

This section describes the data used for estimation and counterfactual policy analysis. We combine

data from EPA and NOAA to construct the data set used in the econometric analysis. The

EPA CEMS database records hourly generation, NOx emissions, and fuel consumption at the

generation-unit level for every power plant larger than 25 MW (excluding industrial and commercial

7



cogeneration plants).

The EPA AQS database records hourly ozone concentrations at approximately 1,300 monitor-

ing stations across the United States. We use data from 67 AQS stations in nonattainment counties

in the Northeast and mid-Atlantic. We use NOAA’s ISD for hourly temperature data, mapping

each AQS station to its closest NOAA station.8

We compile monthly NOx allowance trading prices using EPA’s Power Sector Progress Reports

for 2015–2019, which include data collected by SNL Financial/S&P Global Market Intelligence.

These prices pertain to CSAPR (2015–2019) and include both annual and seasonal allowances.

Recent literature demonstrates that local regulators strategically place monitors to facilitate

compliance with air quality standards (Grainger, Schreiber, and Chang (2018), Grainger and

Schreiber (2019)). Nonetheless, readings from these monitors determine counties’ attainment sta-

tus. We therefore rely on data from these monitors, as we are interested in assessing costs associated

with EPA-defined attainment, noting that placement may bias air quality estimates.

Our choice of geographic focus is based on several factors. First, we choose states in the

Eastern Interconnection, as the generator operation model we use for our instrumental variables is

specific to this area.

Second, we focus on counties that failed to achieve attainment—those that did not reduce ozone

concentrations sufficiently to comply with the NAAQS. Reducing high-ozone events is of greatest

interest in these areas and, according to EPA’s assessments, would yield the greatest health and

welfare benefits.

Third, we focus on the coastal mid-Atlantic and northeastern United States. Ozone pollution

has been a persistent problem in this highly populated region due in part to heavy industrial

activity and the eastward transport of NOx and VOCs from elsewhere.9 Moreover, an analysis

of ozone events in all nonattainment regions in the Eastern Interconnection revealed significantly

greater sensitivity to NOx emissions in the northeast and mid-Atlantic, which suggests that the

type of differentiated price we assess would perhaps be most effective there. Our analysis of other

nonattainment regions, reported in Appendix 4, reveals a highly varied relationship between ozone

concentration and local NOx emissions. This relationship across other regions, along with the

effectiveness of a differentiated price, is an interesting avenue for future research.

Figure 1 shows the geographic subgroupings used in our main analysis and the location of

each AQS station within a subregion. Stations are grouped geographically based on their prox-

imity to major metropolitan locations: Washington, DC and Baltimore, Maryland; Philadelphia,

Pennsylvania and Wilmington, Delaware; and New York City, New York.

8The average distance between an AQS station and a NOAA station is 15 miles; we exclude AQS stations that do
not have a corresponding NOAA station within 25 miles.

9Cross-state pollution transport has been the basis for extensive litigation. For example, in February 2020,
attorneys general from Connecticut, Delaware, Massachusetts, New Jersey and New York sued the US EPA for
failure to address “harmful pollution blowing into our states,” namely NOx and VOCs. See New Jersey vs. Wheeler,
Complaint for Declaratory and Injunctive Relief, Civil Action No. 20-cv-1425, US District Court for the Southern
District of New York, Filed Feb. 19, 2020.

8



Figure 1: Geographic Groupings

Each marker represents an air monitoring station used in our analy-
sis. We perform separate analyses for three color-coded subregions,
which we define based on proximity to major metropolitan areas.

Figure 2 shows the mean number of high-ozone events (left axis) and emissions (right axis)

between 2001 and 2019 across the monitors and power plants in the data. We limit our analysis

to the “ozone season”—May–September—when 96 percent of all events in our sample occurred.

The individual x’s indicate the number of events at individual stations, revealing quite a few

stations that experienced hundreds annually during the first decade. The figure also illustrates a

precipitous decline in NOx emissions and events over time. However, since 2013, the number of

events has remained relatively flat. Studying this region therefore allows insight into the cost of

achieving additional reductions in events in an electricity system that is already characterized by

relatively low NOx emissions intensity.
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Figure 2: NOx Emissions and Occurrence of High-Ozone Events,
2001–2019

The left vertical axis shows the mean number of events across monitors
(solid line) and the number at each monitor (x’s). The right axis shows the
average NOx emissions (tons) of plants within 100 miles of a monitor.

Figure 3 shows changes in the average frequency of high-ozone events by hour of the day

for each subregion over time. The y-axis measures the mean number of events in each hour and

subregion. The probability of an event exhibits a strong diurnal pattern that corresponds with

sunlight and temperature. Events occur most frequently in the midafternoon and dwindle in the

evening, with virtually none in the late night and early morning. Each line pertains to a differ-

ent subperiod within the 19-year sample. Event occurrence roughly halved between the earlier

(2001–2005, 2006–2010) and later (2011–2015, 2016–2019) subperiods. This decline continued in

the southern subregions (Philadelphia-Wilmington and Washington-Baltimore). Notwithstanding

the overall downward trends, even in the most recent period, events are frequent enough in all

subregions to cause these areas to be in nonattainment.
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Figure 3: Mean High-Ozone Events by Hour of the Day and Subperiod

(a) NYC (b) Phil.-Wilm.

(c) Wash.-Balt.

Each panel shows the mean number of high-ozone events by hour of day for the subregion indicated in the
panel heading. Each line shows the mean across days in the indicated subperiod.

4 Estimating the Effects of NOx Emissions on Ozone Formation

The empirical analysis consists of estimating (1) the effect of NOx emissions on high-ozone events

and (2) marginal abatement costs. This section discusses the estimation strategy and results

pertaining to (1).

4.1 Estimation Strategy

Hypothetically, if a policy reduces NOx emissions or even the average ozone level without affecting

the number of high-ozone events, it would not help an area achieve NAAQS attainment. For this

reason, we aim to quantify the costs of policies that reduce the number of events. This motivates
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our use of an event as the dependent variable in the econometric analysis.10

Because we are interested in policies that affect power plant emissions, we estimate the effect

of such emissions on high-ozone events. The estimating equation within each region is

yi,t = β0 +
24∑
h=1

βhHhNi,t +
4∑

j=2

αjTi,j + γi + θt + εi,t (1)

where yi,t ∈ {0, 1} is an indicator for whether ozone concentration exceeds 70 ppb in hour t at

monitor i. The key independent variables are hour-of-day indicators (Hh) interacted with total

NOx emissions from power plants within 100 miles of monitor i (Ni,t). The equation includes fixed

effects for quartiles of the temperature distribution (Ti,j); γi is a station fixed effect; θt is a vector

of fixed effects for year, month, day of the week, and hour of the day; and εi,t is an error term.

The coefficients βh are the marginal effect of emissions on a high-ozone event. We define Ni,t

as the total emissions across generators within 100 miles of the monitor for simplicity. The radius

is consistent with typical atmospheric conditions that cause more distant emissions to be unlikely

to affect ozone levels at the monitor within the same hour. However, this definition includes

two implicit assumptions. First, emissions from all plants within this radius affect ozone levels

equally and within one hour. Second, emissions from power plants outside this radius do not affect

ozone levels at the monitor. We have tried alternative specifications that relax these assumptions,

such as by including separate variables for emissions within 25 or 50 miles or one- or two-hour

lags of emissions from generators more than 100 miles away. We have also used results from the

HYSPLIT model, which characterizes dispersion of air parcels in the atmosphere, to determine

which generators’ emissions may affect the hourly ozone reading in a particular hour. We find that

these alternative methods do not improve prediction accuracy, and therefore we use Equation (1)

for its relative simplicity.

In Equation (1), the coefficients on NOx emissions are identified by deviations of emissions

from the corresponding hour relative to other days and after controlling for mean emissions at the

monitor and during the same hour of the day, day of the week, month, and year. For example, if

a generator emits more NOx on one day than it did at the same hour on the same day during the

previous week, the higher emissions help identify the coefficient for that hour.

Equation (1) allows the NOx emissions coefficients to vary freely by hour. For example, the

data determine whether we estimate a larger marginal effect for daytime versus nighttime. The

temperature variables control for high-ozone events being more common when the temperature is

high, conditional on emissions. The monitor fixed effects control for the average event probability,

emissions, and temperature at the monitor. The temporal fixed effects in θt control for annual,

monthly, day-of-week, and diurnal patterns of ozone levels, emissions, and temperature.

10We obtain similar results when defining the dependent variable as equal to 1 if the eight-hour moving average
exceeds 70 ppb. As Appendix 3 shows, defining the dependent variable this way yields an hourly pattern that lags
that of our main results but is otherwise similar. We choose to use an indicator variable based on contemporaneous
ozone rather than the eight-hour average for our main analysis for ease of interpretation and because reducing hourly
high-ozone events remains of interest from a public health perspective regardless of an eight-hour exceedance.
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We make two remarks about Equation (1). First, this equation implicitly assumes that NOx

emissions have a linear effect on the probability of a high-ozone event. As robustness checks, we

have relaxed the linearity assumption by including higher-order polynomial terms in NOx emissions

and adding interactions between emissions and meteorological variables, such as temperature. Such

alternative specifications do not appear to reduce prediction errors appreciably.

Second, the equation does not include explicit controls for other sources of NOx emissions or

VOCs or for emissions from beyond the 100-mile radius. The monitor fixed effects and θt control for

the average levels of non-power-plant emissions for each year, month, day of the week, and hour of

the day, such as diurnal patterns in vehicle emissions of NOx and VOCs. However, these variables

likely do not control perfectly for other emissions sources. For example, suppose an industrial

facility burns coal and consumes electricity. If it operates at an unusually high level on one day, its

direct emissions of NOx will be higher than usual due to additional coal consumption. Moreover, its

electricity consumption causes power plants to burn more fuel and emit more NOx than they would

normally. If those power plants and the industrial facility are near the monitor, Ni,t in Equation

(1) would be correlated with the omitted industrial NOx and VOC emissions, causing inconsistent

estimates of the NOx coefficients.

An additional concern is emissions from upwind, nonlocal sources. Several states have filed

lawsuits against EPA because these contribute to their noncompliance, attesting to the importance

of NOx transport from outside of the 100-mile radius and one-hour window that we use to compute

Ni,t. Because of diurnal patterns in electricity demand and other factors, out-of-state emissions are

also likely to be correlated with contemporaneous emissions from proximate sources.

To address the potential endogeneity of the NOx emissions variable, we instrument for Ni,t.

Following Johnsen, Lariviere, and Wolff (2019), the instrument is the emissions predicted from a

computational model of generator operation. In a standard economic dispatch model, generators

are dispatched to minimize the costs of meeting demand. We use the model from Linn and McCor-

mack (2019), which extends the standard model by accounting for start-up and adjustment costs;

they show that the model outperforms a standard model by a substantial margin.11

The exogenous variables in the generation model are fuel prices and the total hourly fossil

fuel-fired generation for the interconnection. Fuel prices are the monthly delivered prices computed

from EIA Form 923. The total generation is the average for the corresponding hour, 2005–2019.

For example, for 3 pm on March 31, we compute the mean total fossil fuel-fired generation across

the 15 observations of total such generation at 3 pm on March 31 for 2005–2019. Consequently,

total generation in a particular hour reflects typical behavior rather than events specific to that

year. This reduces the potential correlation between the instrument and omitted economic activity,

such as the reduction in industrial activity during the 2008–2009 economic recession.

11In a standard dispatch model, each generator operates at full capacity if its marginal costs do not exceed the
electricity price and does not operate if costs exceed the price. However, it is costly for thermal generators to start
up after not operating for several hours or adjust their output quickly, so many generators operate at low levels
even if their (static) marginal costs exceed the price. Linn and McCormack (2019) use a reduced-form strategy to
approximate these costs and reproduce this behavior.
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The instrument isolates variation in unit-level emissions driven by time-varying fuel prices and

demand and cross-sectional variation in generator fuel type and efficiency. For example, natural

gas prices were lower in 2009 than in 2008, which reduced costs of gas-fired generators compared

to coal-fired generators. Therefore, the operational model predicts higher generation levels and

emissions from some coal-fired power plants in 2008 than in 2009. Coal-fired generators typically

have higher NOx emissions rates, so the model predicts lower NOx emissions in 2009 than 2008

because of the decrease in natural gas prices.

Moreover, the model predicts a larger emissions decline between 2008 and 2009 during hours

when aggregate generation is low. When demand is high, the coal-fired generators operate even if

they are more costly because they are needed to meet aggregate demand. Thus, the model yields

variation in emissions across years and across hours within a year.

First-stage results (see Appendix 2) show that the emissions instrument is a strong predictor

of observed emissions. The sources of variation of the inputs to the operational model help support

the exclusion restriction that the instrument is uncorrelated with the error term in Equation (1).

Returning to the example of the industrial facility, because we use typical hourly generation as an

input, variation in electricity consumption across years is uncorrelated with the aggregate generation

input in a particular hour. The underlying assumption is that variation in fuel prices across years

yields emissions levels that are uncorrelated with within-year shocks to emissions from other sources.

This assumption is the same as in Johnsen, Lariviere, and Wolff (2019); the main difference is that

we are using a different operational model to predict each generator’s emissions.

4.2 Estimation Sample Summary Statistics

Table 1 provides summary statistics for the full sample of data that include each ozone season

(May–September) for 2001–2019 for 67 AQS stations. Each panel shows statistics for the subregion

indicated in the panel heading.
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Table 1: Ozone Regression Summary Statistics

The table reports summary statistics of hourly observations for the subregion indicated.
Ozone > 70 ppb is an indicator equal to 1 if the hourly ozone concentration exceeds 70 ppb.
NOx emissions are computed for power plants within 100 miles of the monitor. Simulated
NOx tons is the emissions predicted by the simulation model (see text for details).

The average ozone concentration was about 32–33 ppb across subregions. The ozone level

exceeded 70 ppb in approximately 4 percent of all hours in the sample. The bottom two rows of

each panel show the variation of the simulated emissions and temperature, where the simulated

emissions are the instrument for Ni,t in Equation (1). To identify the first stage, the simulated

emissions have similar variance and range to the observed emissions.12

4.3 Estimation Results

Figure 4 reports hourly coefficients by subregion for ordinary least squares (OLS) and two-stage

least squares (2SLS), along with 95-percent confidence intervals (standard errors are robust to

heteroskedasticity). The figure illustrates a distinct diurnal pattern that matches the diurnal ozone

levels in Figure 3. An additional ton of NOx emissions is statistically significantly more likely to

12The mean simulated emissions differ from the observed emissions by a few tons per hour. This difference is
explained by our use of mean total fossil fuel-fired generation across 20052–2019 rather than the observed hourly
generation each year. If we use the observed total generation instead, the operational model accurately predicts mean
emissions, as reported in Linn and McCormack (2019).
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contribute to a high-ozone event in the midafternoon than at other times of day. The pattern is

intuitive because temperatures are typically highest and sunlight exposure greatest in midafternoon,

both of which are conditions conducive to ozone formation. Overall, the temporal variation of the

coefficients is greater than the spatial variation across subregions.

Figure 4: OLS and 2SLS Regression Results, 2001–2019

(a) NYC (b) Phil.-Wilm.

(c) Wash.-Balt.

For the subregion indicated, the figure plots the estimated coefficients on the interactions between hourly
NOx emissions and a set of hour-of-day fixed effects (see Equation (1)). Dashed lines show the 95 percent
confidence intervals; standard errors are robust to heteroskedasticity. The blue line reports results from
estimating the equation by ordinary least squares, and the black line reports the results from instrumenting
emissions with predicted emissions (see text).

Disparity between the OLS and 2SLS coefficients would indicate that the OLS estimates could

be biased by omitted variables. In principle, the bias could be negative or positive, depending on

whether power plant NOx emissions are negatively or positively correlated with omitted variables.

In the top two panels, the OLS estimates are larger than the 2SLS estimates, which indicates a

positive correlation between emissions and omitted variables. In contrast, the bottom two panels

indicate that the OLS estimates are downward biased.
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Figure 5 demonstrates how the emissions coefficients change over time in each subregion. The

precipitous decline in emissions from 2001 to 2019 in all subregions could cause the coefficients

to become larger in magnitude if the lower NOx emissions overall increase the likelihood that

ozone formation is NOx limited. However, the coefficients do not show a monotonic change. NOx

sensitivity mostly increased in earlier periods (2001–2005, 2006–2010, and 2011–2015) but decreased

in the most recent (2016–2019). For clarity, the figure does not include percent confidence intervals;

the changes in midday coefficients are often statistically significant at the 1 percent level. The results

underscore the importance of recognizing that atmospheric conditions depend on a multitude of

factors that can change over time and vary widely across regions.

Figure 5: 2SLS Regression Results, Year-Groupings

(a) NYC (b) Phil.-Wilm.

(c) Wash.-Balt.

The figure shows hourly coefficients for each subregion. Each line plots coefficients estimated using data
from the years in the legend. All coefficients are estimated by instrumenting for NOx emissions analogously
to Figure 4.

The variation of the marginal effects of emissions on high-ozone events implies that a differen-

tiated price may be more cost effective than a uniform price at reducing events. The differentiated

price should be higher during mid- and late afternoon than at other times of day.
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However, as we discussed in Section 2, the advantage of a differentiated price depends on the

accuracy with which one can predict temporal variation in the effect of emissions on high-ozone

events. One way to assess this accuracy is to suppose that EPA predicts the temporal variation in

year t using data before year t. That the coefficients vary across periods implies that if EPA uses

data from one period to predict the effect of emissions in the next, the prediction is likely to be

inaccurate. If this inaccuracy is sufficiently great, a differentiated price may be less cost effective

than a uniform price.

5 Estimating Marginal Abatement Costs

The policies we consider in the counterfactual simulations impose emissions prices on all regulated

generators. To compare the costs across counterfactual policy scenarios, we need estimates of

marginal abatement costs, allowing for the possibility that these costs vary by hour of the day or

subregion. This section discusses the estimation strategy and results pertaining to our estimation

of short-run marginal abatement costs.

5.1 Estimation Strategy

For a generation unit facing an emissions price, we define its marginal abatement costs as the cost

of reducing emissions by one ton of NOx relative to a baseline in which the price equals zero. We

expect these costs to increase weakly with the level of abatement, measured in NOx tons reduced.

In the short run, firms can reduce emissions without installing capital equipment by decreasing

generator output or emissions rates. For units with post-combustion controls, such as selective

catalytic reduction, firms can control emissions rates by deciding whether and how to operate

these controls. For other units, firms can adjust operation to reduce combustion temperatures.

Linn (2008) shows that firms adjust emissions rates by up to 10 percent in response to monthly

variation in allowance prices. In the long run, firms can reduce emissions by installing capital

equipment that allows them to decrease emissions rates or investing in generators that use lower-

emissions fuels, such as replacing coal-fired with gas-fired units or wind- or solar-powered generators.

Given these short- and long-run responses to the permit price, each firm has a short- and long-

run marginal abatement cost curve, which represents the marginal costs of reducing emissions below

the baseline. The short-run costs include decreased profits from producing less electricity, increased

fuel costs from operating less efficiently, or increased operating costs of the emissions controls.

Long-run costs include the capital costs of abatement equipment or power plant construction.

Assuming the allowance market is perfectly competitive, each unit reduces emissions until

its marginal abatement costs equal the allowance price. Consequently, the aggregate marginal

abatement cost curve for a region is the horizontal sum of the curves for each firm in that region.

We assume the aggregate marginal abatement cost curve is linear in abatement. The appendix

shows that under this assumption, the slope of the curve is inversely proportional to the derivative

of the average emissions rate with respect to the allowance price. This relationship motivates the
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estimating equation in which we regress the emissions rate on permit price:

Ei,t = δ0 +
24∑
h=1

δhHhpt + ηi + Ξt + νi,t (2)

where Ei,t is the average hourly NOx emissions per MWh generated across regulated generators

within 100 miles of station i in period t; Hh is an indicator for hour of the day; pt is the monthly

NOx allowance permit price; ηi is a station-specific fixed effect; Ξt is a vector of fixed effects for

year, month, day of the week, and hour of the day; and νi,t is an error term. The dependent variable

includes only emissions and generation of power plants in states subject to a NOx budget under

CSAPR. For example, because Connecticut was excluded, a plant operator there would not adjust

operations in response to a CSAPR NOx allowance price. We therefore exclude Connecticut plants

from the dependent variable, even though these plants may be within the 100-mile radius of New

York City. We perform a separate regression for each subregion.

By design, three features of Equation (2) are parallel to Equation (1). First, the two equations

have the same unit of observation, which is an hour by monitor, and the sample includes only

observations from May through September. Second, the dependent variable, Ei,t, is the average

emissions rate across a subset—the NAAQS-regulated portion—of the units that are used to com-

pute NOx emissions Ni,t in Equation (1). Consequently, emissions from a common subset of the

generators used to identify the effect on ozone levels (the regulated subset) are used to identify

marginal abatement costs. Third, the two equations include the same set of time fixed effects to

control for seasonal and diurnal patterns of generator use and emissions.13

The key coefficients of interest are the interactions of the hour fixed effects with the allowance

price. We use monthly rather than daily permit prices because of data availability. We expect the

coefficients to be negative because a higher permit price incentivizes abatement that reduces the

average emissions rate. Because of the year fixed effects, the coefficients are identified by within-

year permit price variation. Changes in generator use, boiler operation, and emissions controls can

affect the dependent variable; all of these behaviors help identify the coefficients. Because of the

year fixed effects, we interpret the coefficients as representing short-run marginal abatement cost

(that is, abatement without the adoption of pollution abatement equipment). This interpretation

is consistent with the construction of the counterfactuals, as we explain in the next section.

5.2 Estimation Sample Summary Statistics

Table 2 shows summary statistics for the dependent variable in Equation (2), which is the hourly

average emissions rate across regulated generator units within 100 miles of the monitor. Emissions

rates are greater in the southern subregions of the sample, which reflects a generation mix that is

composed of more NOx-intensive (e.g. coal-burning) technologies. We limit our regression sample

13According to Equation (2), the emissions rate is endogenous to the allowance price. Because Equation (1) does
not include the allowance price, this endogeneity is an additional argument for instrumenting for emissions. By
construction, the instrument we use is uncorrelated with the allowance price.
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to 2015–2019 (years following the implementation of CSAPR). These years overlap with the final

subperiod used to estimate the effects of NOx emissions on ozone events.

Table 2: NOx Emissions Rates (lbs. per MWh) by Subregion

Observations are by hour and monitor.

Figure 6 shows the monthly price of an allowance of one ton of NOx emissions from January

2016 to December 2019. These permits were traded in compliance with EPA’s CSAPR program,

and EPA allows a limited amount of allowance banking. EPA allocates permits each year, and each

permit is assigned a vintage. We use the contemporaneous vintage in the figure: prices for each

calendar year reflect that year’s vintage. Although this is not shown in the figure, when multiple

vintages are traded at the same time, the prices for the allowances are highly correlated with one

another, although earlier vintages often sell at a discount because of banking constraints.

Figure 6: Seasonal NOx Allowance Price, January 2015–December
2019

The price of a seasonal NOx allowance under CSAPR varies depending
on expected demand, generation mix, and EPA’s NOx allowance budgets.
CSAPR budgets were tightened in 2017, leading to higher allowance prices.
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5.3 Estimation Results

Figure 7 illustrates coefficient estimates by hour of the day (δh from Equation (2)) for the three

subregions subject to CSAPR. The coefficients are identified by within-year deviations from hour-

of-day and monthly averages of permit prices and emissions rates. We interpret the coefficients

as the negative reciprocal of the slope of the short-run marginal abatement cost curves, and we

estimate separate coefficients for each subregion.

Figure 7: Marginal Abatement Cost Estimation Results

(a) NYC (b) Phil.-Wilm.

(c) Wash.-Balt.

Each panel reports the coefficient estimates (solid lines) and 95 percent confidence intervals (dashed
lines) from estimating Equation (2) for the indicated subregion. Standard errors are robust to
heteroskedasticity.

For all three subregions, the interaction coefficients are nearly always statistically significant

at the 1 percent level, and they are negative, as expected. Because the permit price is measured in

dollars per ton of emissions and the dependent variable is measured in pounds of NOx per MWh

of generation, a coefficient of -0.0002 (which is a typical estimate for the Philadelphia-Wilmington

subregion) implies that a decrease of the allowance price of $100 per ton reduces the emissions rate
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by 0.02 pounds of NOx per MWh, which is about 6 percent of the subregion’s mean emissions rate.

We interpret the negative of the reciprocal of the price–hour coefficients as the slope of the

marginal abatement cost curves. The magnitudes of the coefficients decrease moving from north to

south across the subregions. In other words, the curves are less steep in the southern subregions.

This result may reflect greater flexibility in short-term operational changes or redispatch away from

NOx-intensive generation in the southern subregions. In contrast, generators in the New York City

subregion are already relatively low emitting, and reducing NOx emissions further is more costly.

Despite a weaker diurnal pattern than in Figure 4, in all three subregions, the marginal abate-

ment cost curve appears to be less steep in the early evening than during other hours. This

translates to greater abatement costs in the midafternoon, perhaps due to decrease operational

flexibility (and therefore more limited means for reducing NOx emissions) as a result of greater

electricity demand.

6 Policy Simulations

Having estimated the NOx–ozone relationship and marginal abatement costs, we perform coun-

terfactual policy simulations in which we evaluate the cost-effectiveness of a differentiated NOx

emissions price relative to a uniform price.

6.1 Description of Counterfactual Policy Scenarios

We simulate hypothetical policy scenarios to evaluate whether temporally or spatially differentiated

emissions prices would be more cost effective than uniform prices at reducing high-ozone events

between 2016 and 2019. This corresponds to the most recent period used for estimating parameters

in Equation (1) and also (roughly) to the period used to estimate Equation (2).

Across the scenarios, we hold constant the average change in the probability of high-ozone

events, which effectively fixes attainment status with respect to the ozone NAAQS.14 Doing so

allows us to compare the costs of policies that achieve the same reduction in events. This approach

is useful for analyzing costs of achieving attainment regardless of whether attainment goals are

socially optimal.

The differentiated emissions price varies by hour of the day and subregion in proportion to the

marginal effect of emissions on the probability of a high-ozone event, which is estimated in Equation

(1). Because the regulator must commit to the differentiated price at the beginning of the year, we

construct two types of prices. The first we refer to as the ex ante price; it is proportional to the

marginal effects estimated from the preceding (ex ante) period (2011–2015).

For comparison with the ex ante price, we define an ex post differentiated price that assumes

perfect foresight with respect to the NOx–ozone relationship. The relationship varies according to

14This is not the same as holding fixed environmental damages, because two policies could cause the same probability
of a high-ozone event and yet different ozone distributions. We construct the scenarios to achieve the same probability
of an event because the aim of CSAPR is to facilitate attainment rather than maximize social welfare.
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NOx emissions coefficients in Equation (1) estimated using ex post data (spanning the 2016–2019

ozone seasons). Because the relationship changes from one period to the next (see Figure 5), the ex

post parameters produce prices that are more accurately targeted to reduce high-ozone events.15

Formally, the ex ante emissions price is defined as

τ eai,t ≡ λea
i βea

i,t (3)

and the ex post emissions price is defined as

τ epi,t ≡ λep
i βep

i,t (4)

where ex ante parameters βea
i are estimated using Equation (1) and 2011–2015 data, ex post pa-

rameters βep
i are estimated using Equation (1) and 2016–2019 data, and λea

i and λep
i are scale

parameters.16

The third policy is a uniform emissions price, τ̄ . To calibrate the differentiated prices, we

solve for scale parameters λea
i and λep

i that equate reductions in expected high-ozone events in each

region i: ∑
t

(λea
i βea

i,t)[δi,tqi,tβ
ep
i,t ] =

∑
t

(λep
i βep

i,t)[δi,tqi,tβ
ep
i,t ] =

∑
t

τ̄ [δi,tqi,tβ
ep
i,t ] (5)

where qi,t is MWh generation in region i and period t, and δi,tqi,t is the change in NOx emissions

resulting from a $1 increase in the NOx price in period t. The terms inside the square brackets are

the reduction in the probability of an event caused by increasing the NOx emissions price by $1.
Because we assume linear marginal abatement cost curves and a linear relationship between NOx

emissions and events, the amount by which the probability of an event is reduced in period t scales

linearly with the price. To mitigate potential concerns about out-of-sample extrapolation, we set

τ̄ = $100, which is near the lower end of the prices observed (see Figure 6). Regression output from

the estimation of βea
i and βep

i is presented in Appendix 2.

Next, we explain how we compute total abatement costs of each policy. The appendix shows

that the slope of the marginal abatement cost curve is inversely proportional to the allowance price

coefficient from Equation (2). Removing subscripts for notational convenience, total abatement

cost is the integral from 0 to a of marginal abatement costs:

TC =

∫ a

x=0
− x

δq
dx

= − a2

2δq
(6)

15Pooling observations across several years masks year-to-year variation in NOx sensitivity. To obtain more accurate
estimates to inform a policy, the policymaker may wish to allow coefficients to vary by year or an even shorter time
horizon or use detailed weather forecasts and air transport modeling.

16t indexes each hour in our sample. For ease of exposition, we use the t subscript. Note that coefficients vary only
by hour-of-day h.
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Total costs are proportional to the square of abatement and inversely proportional to generation

and the (absolute value of the) estimated allowance price coefficient in Equation (2).

We can express total costs as a function of the allowance price rather than abatement by

exploiting that firms abate emissions until marginal costs equal the allowance price. The amount

of abatement achieved from price τ equals

a(τ) = −τδq (7)

Plugging Equation (7) into Equation (6) gives the total abatement costs associated with price τ :

TC = −1

2
τ2δq (8)

This equation allows us to compute total costs for each hour and site given the assumed allowance

price, estimated δ, and generation level. Expected reductions in high-ozone events for each hour

and site associated with policy τ equal −τδq. Cost-effectiveness is defined as total costs (summed

across hours and sites) divided by the expected event reductions (summed across hours and sites).

6.2 Results

To avoid double-counting abatement costs, for each of the three subregions subject to CSAPR

seasonal prices, we consider uniform or differentiated prices for the monitor in the subregion with

the highest frequency of high-ozone events and exclude all other monitors. Because a generation

unit may lie within 100 miles of multiple monitors, focusing on a single monitor in each subregion

avoids double-counting abatement costs of the generators within 100 miles of multiple monitors.

Figure 8 compares the hour-of-day differentiated emissions prices with the uniform price of

$100. The solid line shows the mean differentiated prices by hour of the day and subregion, and

the dashed lines show the minimum and maximum prices across days in the four-year analysis

period. Panels (a) and (b) show the ex ante and ex post prices, respectively. In both cases, the

differentiated prices are higher in the midday hours, which reflects that midday NOx emissions

have larger effects on high-ozone events. On average, the differentiated prices are lower than the

uniform price.
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Figure 8: Mean Differentiated Price by Hour of the Day

(a) Ex Ante Emissions Price (b) Ex Post Emissions Price

The solid black line is the uniform emissions price of $100 per ton; the solid blue lines are the differentiated
prices. Panel (a) reports differentiated prices using parameter estimates for 2011–2015 (ex ante), and panel
(b) reports prices using estimates for 2016–2019 (ex post). Min/Max are the minimum and maximum prices
across days.

The ex ante price in panel (a) reflects priors about ozone formation that are outdated; as

shown in panel (b), updating those priors leads to an ex post price that is substantially different

from the ex ante price. The differences between the differentiated prices in the two panels indicates

that, in principle, the ex ante price could be less cost effective than the uniform price.

Figure 9 compares average hourly NOx emissions in the baseline (zero emissions price) with

those under the uniform and differentiated prices. The uniform price causes a relatively uniform

reduction in NOx emissions across all hours of the day. This is consistent with the slopes of the

marginal abatement cost curves varying relatively little over the day and the uniform price not

varying across hours (by assumption).
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Figure 9: Average Hourly NOx Emissions Under Uniform vs.
Differentiated NOx Price

The blue curve is the average hourly emissions in the baseline scenario,
which reflects an allowance price of $0. The dashed orange curve is the
average hourly emissions under the uniform price scenario, and the two
dotted curves are the average hourly emissions under the ex ante and ex
post price scenarios.

By design, the differentiated prices reduce emissions more during the middle of the day, when

NOx is most likely to contribute to high-ozone events. The changes in emissions under the ex ante

and ex post prices are almost identical, although the prices differ (see Figure 8).

Figure 10 compares the resulting average decline in the probability of a high-ozone event across

scenarios. The uniform price reduces the probability during all hours and by more during the middle

of the day. The differentiated prices cause greater reductions in events during the middle of the

day, when they are most common, than the uniform price. Analogously to Figure 9, the ex ante

and ex post prices cause nearly identical changes in the probability of an event.
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Figure 10: Average Probability of High-Ozone Event, Uniform vs.
Differentiated NOx Price

The figure shows the average probability of high-ozone events for the base-
line and three policy scenarios. Probalities are computed using the al-
lowance prices in Figure 8 and the estimated marginal effects of emissions
on ozone levels from Equation (1).

During midday hours, the differentiated prices cause larger reductions in high-ozone event

probabilities than the uniform price. The situation is reversed in other hours. These results imply

that overall, the differentiated prices cause less aggregate abatement because they yield greater

emissions reductions when those reductions are most effective at reducing events.

Table 3 compares abatement costs across the uniform and differentiated prices. Policies are

calibrated to achieve the same reduction in the expected number of high-ozone events per season.

Panel (a) shows, as expected, that the differentiated prices cause less NOx abatement even though

they achieve the same probability of events. By construction, costs per ton of NOx emissions

reduced are equivalent under the uniform versus ex post price, as shown in panel (b). The ex ante

price exhibits slightly greater costs per ton of NOx abatement due to inaccuracy of the ex ante

parameter estimates. Nevertheless, both the ex ante and ex post prices are more cost effective than

the uniform price, with the differentiated prices reducing costs by 15–21 percent.
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Table 3: Cost-Effectiveness Summary

(a)

(b)

Changes in NOx tons, changes in high-ozone events, and costs are expressed as averages per ozone
season, 2016–2019. The differentiated prices are designed to reduce NOx emissions in proportion
to their propensity to contribute to events. Fewer reductions are therefore required to achieve the
same outcome as a uniform price (panel (a)), leading to lower overall costs (panel (b)). Bootstrapped
standard errors using 1,000 draws of NOx–ozone coefficients from Equation (1) are shown in brackets.

These results differ from Fowlie and N. Muller (2019) in that the estimated emissions–ozone

relationship is sufficiently accurate that the differentiated price yields cost savings. The difference

is likely because we consider temporally varying prices and estimate large temporal variation in the

marginal effect of NOx emissions on high-ozone events. This variation outweighs the prediction

error from using ex ante estimates, causing the differentiated price to be more cost effective than

the uniform price. However, similar to their analysis, our findings underscore the importance of

accurately estimating this relationship for each subregion.

7 Conclusion and Policy Discussion

High-ozone events occur when ground-level ozone concentrations exceed the threshold EPA uses to

assess attainment with Clean Air Act air quality standards. Although emissions of ozone precursors,

particularly NOx, have fallen over the past few decades, these events persist in much of the United

States, including in the Northeast and mid-Atlantic.

We evaluate whether temporally or spatially differentiated prices can cost-effectively reduce

high-ozone events. To compare these policies with continuing the status quo of a uniform price that

does not vary by hour or region, we estimate (1) the statistical relationship between NOx emissions

from power generation plants and local ozone formation and (2) short-run marginal abatement

costs for these generators. Unique to the literature, we estimate these relationships by geographic

subregion and hour of the day to enable comparison of these policies. We then used our estimates

from (1) and (2) to perform policy simulations that compare the difference in cost of achieving a

fixed reduction in ozone events using a uniform price (one that does not vary by hour or region)

and a differentiated price (one that does so vary).
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We find rich variation over time and space in the marginal contribution of NOx to high-ozone

events. NOx sensitivity exhibits strong diurnal patterns, with most ozone formation occurring

midday due to atmospheric conditions (ample sunlight and high temperatures). NOx sensitivity

also varies year to year, with no clear upward or downward trend over our 19-year sample, despite

a steady decline in overall NOx emissions during that period. Regionally, effects are also varied,

with, for example, greater NOx sensitivity in the New York City subregion as compared with the

other subregions in later years of the sample.

We also estimate short-run marginal abatement costs by hour of the day and region; these

negatively correlate with emissions rates of a subregion’s generation mix. That is, regions with a

lower NOx-intensity in generation units show a greater marginal cost of reducing NOx emissions.

This result is likely due to the lower-emissions regions having less flexibility in shifting generation

away from NOx-intensive units to cleaner-burning units.

The differentiated price reduces costs by 15–21 percent compared to a uniform price. The cost

savings are robust to predicting the NOx–ozone relationship using historical data before imple-

menting the differentiated price.

The cost savings from a differentiated price depend on the accuracy of the policymaker’s

prediction of the effect of emissions on high-ozone events. Future research may explore the extent

to which additional information can improve predictions. For example, detailed weather forecasts,

explicitly modeling air parcel movements over short time horizons (say, 48 hours), and incorporating

variables such as real-time ambient NOx and VOC concentrations or meteorological conditions

could improve accuracy of the key parameter estimates. One challenge lies in addressing ozone

formation from upwind NOx emissions, which can remain in the atmosphere for hours or days,

thereby producing ozone far from its source. Our modeling suggests a significant and immediate

sensitivity for NOx emitted in close proximity to monitors. We show that significant reductions

in ozone can be achieved when only contemporaneous NOx emissions are regulated. Additional

modeling of air parcel transport would be necessary to determine both the extent to which NOx

from nonlocal sources contributes to local ozone formation and the accuracy with which these

emissions can be traced back to their sources. If the contribution of nonlocal NOx is low and the

uncertainty with respect to its contribution great, a focus on contemporaneous and proximate NOx

may be preferable. However, if NOx contributions from outside sources can be measured with

sufficient certainty, the price can reflect their contribution to nonlocal ozone formation.

We end with a brief discussion of policy implementation. EPA administers annual and seasonal

emissions caps in which firms must submit allowances equal to emissions; each allowance covers

one ton of emissions regardless of when or where the emissions occur.

At the beginning of each year, EPA could announce trading ratios such that one ton of emissions

may count for more than one allowance, depending on whether the emissions are more likely to

cause high-ozone events. The likelihood could be estimated using a methodology similar to the one

in this paper—for example, using ratios that are specific to hour of the day and geographic region.

An alternative to trading ratios would be to replace the annual and seasonal emissions caps
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with spatially and temporally varying emissions prices, although this may require a more extensive

regulatory process, given that a quantity-based mechanism is already in place.

To address uncertainty in the NOx–ozone relationship arising from shifting atmospheric con-

ditions throughout the year, EPA could announce trading ratios or set emissions prices multiple

times during the ozone season based on updated information. However, it would be important for

EPA to provide firms sufficient time to respond to these announced changes.

Power generators in deregulated electricity markets (such as the NYISO and PJM systems,

which cover our sample) submit supply offer curves reflecting their willingness to produce electricity

at a schedule of prices for each hour of the day. If plant operators are aware of dynamic prices or

trading ratios that change by hour, they can adjust their offer curves accordingly. In this manner,

a differentiated price or trading ratio scheme can be incorporated into existing systems to facilitate

economically efficient dispatch of generation resources.
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Appendix 1 Derivation of Relationship Between Marginal Abate-

ment Costs and Derivative of Emissions Rate With

Respect to Allowance Price

In this section, we show that if we assume that aggregate marginal abatement costs are linear

in abatement, their slope is inversely related to the derivative of the average emissions rate with

respect to allowance price. Suppressing hour and site subscripts for convenience, let ē be the

baseline emissions rate (when the allowance price equals $0). Let e be the emissions rate for

a positive emissions price and q be the exogenous quantity of electricity generated. Recall that

abatement is the change in emissions relative to emissions if the allowance price equals $0:

a ≡ −q(e− ē) (9)

Multiplying Equation (2) by q implies eq = δ0q + δ1qp, where δ0 includes the fixed effects and

δ1 is the coefficient on the allowance price. We assume that generators abate emissions such that

marginal abatement costm equals the allowance price. Setting baseline emissions equal to emissions

at price p̄ = 0 implies

a = −((δ0q + δ1qp)− (δ0q + δ1qp̄))

= −δ1qm

m = − a

δ1q
(10)

Thus, the slope of the marginal abatement cost curve is the derivative of this equation with respect

to a, or −1/δ1q. In other words, the magnitude of the allowance price coefficient in Equation (2) is

inversely proportional to the slope of the curve. Because abatement is the reduction in emissions,

we interpret the negative of the reciprocal of the hour–price interaction as the slope of the curve.

Note that we define abatement in tons of NOx, whereas the dependent variable in Equation (2)

is the NOx emissions rate rather than the level of emissions. We can convert the change in emissions

rate to abatement in tons if we assume total fossil-fuel-fired generation to be exogenous, which is

commonly done in the literature (e.g., Stephen P. Holland, Erin T. Mansur, Nicholas Z. Muller,

and Andrew J. Yates (2016)) and seems reasonable in our context, as non-fossil-fuel generation in

the subregions we analyze is largely nondispatchable and therefore cannot respond to changes in

fossil-fuel-fired generation.

Appendix 2 Regression Output

Table A1 shows output from the full sample regressions. The marginal effect of NOx emissions in

hour h = 1 (β1 in Equation (1)) equals the NOx tons coefficient reported in the first row of the

table; the marginal effect of NOx emissions in hour h = 2, ..., 24 (β2, ..., β24 in Equation (1)) equals
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the sum of the NOx tons coefficient and the coefficient associated with that hour’s interaction term.

For example, 2SLS results suggest that an increase in NOx emissions (within a 100-mile radius of

the monitoring station) at 3 pm (hour 15) in New York City increases the probability that ozone

will exceed 70 ppb in that hour by 1.97 percent (equal to the sum of 0.0073 and 0.0124). These

effects are illustrated graphically in Figure 4.

Temperature quartile indicator variables are used as a control. Temperature effects vary by

subregion. In all cases, temperatures in the highest quartile significantly increase the probability

of a high-ozone event, but the magnitude of this effect varies by subregion.

32



Table A1: Ozone Regression Output, 2001–2019

Fixed effects by hour of the day, day of the week, month, year, and station not shown.
Robust standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1

First-stage regression output is shown in Table A2. Results suggest that our instrument—simulated

NOx tons—is a strong predictor of actual NOx emissions. Our regressions have 24 instrumented

variables (NOx and NOx interacted with hour of the day). This table presents first-stage coefficients
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for the instrumented variables.

Table A2: Ozone Regression Output, First Stage, 2001–2019

Fixed effects by hour of the day, day of the week, month, year, and station
not shown. Robust standard errors in parentheses. *** p < 0.01, ** p <
0.05, * p < 0.1

Tables A3 and A4 present regression output for the ex ante (2011–2015) period, and Tables

A5 and A6 present regression output for the ex post (2016–2019) period. These regression results

are used to define the differentiated emissions prices, which vary by hour of the day and subregion.
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Table A3: Ozone Regression Output, Ex Ante Period (2011–2015)

Fixed effects by hour of the day, day of the week, month, year, and station
not shown. Robust standard errors in parentheses. *** p < 0.01, ** p <
0.05, * p < 0.1
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Table A4: Ozone Regression Output, Ex Ante Period (2011–2015),
First Stage

Regressions have 24 instrumented variables (NOx and NOx interacted with
hour of the day). Fixed effects by hour of the day, day of the week, month,
year, and station not shown. Robust standard errors in parentheses. *** p
< 0.01, ** p < 0.05, * p < 0.1
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Table A5: Ozone Regression Output, Ex Post Period (2016–2019)

Fixed effects by hour of the day, day of the week, month, year, and station
not shown. Robust standard errors in parentheses. *** p < 0.01, ** p <
0.05, * p < 0.1
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Table A6: Ozone Regression Output, Ex Post Period (2016–2019),
First Stage

Regressions have 24 instrumented variables (NOx and NOx interacted with
hour of the day). Fixed effects by hour of the day, day of the week, month,
year, and station not shown. Robust standard errors in parentheses. *** p
< 0.01, ** p < 0.05, * p < 0.1

Table A7 shows the regression results from the abatement cost estimation procedure (Equation

(2)). The coefficient values are depicted graphically in Figure 7. The dependent variable in these

regressions is the average hourly emissions rate, in NOx lbs. per MWh electric power output, of all

generators within a 100-mile radius of each AQS monitor. The right-hand variables of interest are

the NOx allowance price interacted with hour of the day.

38



Table A7: Emissions Rate Regression Output, Dependent Variable
= lbs. NOx Emissions per MWh

Fixed effects by hour of the day, day of the week, month, year, and station
not shown. Robust standard errors in parentheses. *** p < 0.01, ** p <
0.05, * p < 0.1
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Appendix 3 Coefficient Estimates Using Alternative Dependent

Variable

Figure A1 illustrates coefficient estimates when the dependent variable is defined as an indicator

equal to 1 if the eight-hour moving average ozone concentration exceeds 70 ppb. Results are

comparable to those shown in Figure 4, but the effect of NOx on eight-hour ozone is lagged. EPA

defines attainment at the county level for each state as when the three-year average of the year’s

fourth-highest eight-hour moving average concentration level is no greater than 70 ppb.

Figure A1: OLS and 2SLS Regression Results, 2001–2019, Dep. Var. = 1 if Eight-hr Moving
Average Ozone Concentration > 70 ppb

(a) NYC (b) Phil.-Wilm.

(c) Wash.-Balt.

The regressions are the same as Equation (1), except that the dependent variable uses the eight-hour moving
average of the ozone level rather than the contemporaneous ozone level.
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Appendix 4 NOx–Ozone Regression Results from Nonattainment

Regions Outside of the Northeast and Mid-Atlantic

Figure A2 illustrates coefficient estimates for other subregions that failed to attain NAAQS stan-

dards as of 2019 but are outside of our area of focus (Northeast and mid-Atlantic). Significant

interregional variation occurs in the effect of NOx on ozone emissions. These subregions exhibit

significantly less sensitivity to NOx emissions relative to the Northeast and mid-Atlantic subregions.
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Figure A2: OLS and 2SLS Regression Results, 2001–2019, Dep. Var. = 1 if eight-hr Moving
Average Ozone Concentration > 70 ppb

(a) Chicago, IL-Milwaukee, WI (b) Cincinnati, OH

(c) Cleveland, OH-Akron, OH (d) Columbus, OH

(e) Detroit, MI (f) Eastern Lake Michigan

(g) Louisville, KY (h) St. Louis, MO

The regressions are the same as Equation (1) but include regions that failed to attain the NAAQS as of 2019
and are outside of the Northeast and Mid-Atlantic.
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